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Summary
Time-resolved (TR) crystallography is a unique method for determining

the structures of intermediates in biomolecular reactions. The technique reached
its mature stage with the development of the powerful third-generation synchro-
tron X-ray sources, and the advances in data processing and analysis of time-
resolved Laue crystallographic data. A time resolution of 100 ps has been
achieved and relatively small structural changes can be detected even from only
partial reaction initiation. The remaining challenge facing the application of this
technique to a broad range of biological systems is to find an efficient and rapid,
system-specific method for the reaction initiation in the crystal. Other frontiers
for the technique involve the continued improvement in time resolution and
further advances in methods for determining intermediate structures and reac-
tion mechanisms. The time-resolved technique, combined with trapping meth-
ods and computational approaches, holds the promise for a complete
structure-based description of biomolecular reactions.

Key Words: Time-resolved macromolecular crystallography; Laue dif-
fraction; intermediate states; reaction mechanism; SVD.

1. Introduction
Studies of macromolecules by X-ray diffraction technique over the last few

decades provided an enormous wealth of information on three-dimensional
structures of protein, DNA and RNA molecules. These average, static three-
dimensional pictures of macromolecules offer a significant insight into their
function. However, to fully understand how these molecules perform their
function one has to watch them in action, along a reaction path that often
involves short-lived intermediates. Many such reactions are possible in crys-
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tals as they typically contain a large percentage of solvent, about 40 to 60%.
The solvent forms channels and hydration shells around protein molecules
and facilitates dynamic processes such as diffusion and binding of substrates
and other ligands, turn-over in enzyme crystals, and conformational change in
response to absorption of light in photoreceptors. Crystallography can, there-
fore, also play an important role in visualizing structures of reaction interme-
diates and elucidating reaction mechanism. The term time-resolved X-ray
crystallography (TRX) is sometimes used in a broad sense to encompass a
variety of methods that investigate structural intermediates. Trapping meth-
ods are often used to extend the lifetime of intermediate species and increase
their peak concentration. Physical trapping can be accomplished by conduct-
ing a reaction at low temperature (freeze-trapping). Or alternatively, a reaction
can be initiated at room temperature and a particular intermediate trapped at a
certain time delay after the reaction initiation by rapid cooling (trap-freezing).
Chemical trapping can be achieved by a pH change, by site-directed muta-
genesis, or by chemical modification of the substrate or cofactor. Although the
trapping strategy alters to some degree the reaction and structures of interme-
diates that are investigated, such methods are nevertheless attractive. These
experiments can be conducted using the standard monochromatic oscillation
technique and important information about reaction pathways and intermedi-
ates can be obtained (1–4). A more direct, but also technically more challeng-
ing strategy to study intermediates, is to utilize the TRX in a strict sense of the
term and to follow the unperturbed reaction as it evolves at room temperature.
We will focus here on the principles, challenges, and applications of such,
more narrowly defined TRX.

 TR crystallography and TR spectroscopy share the same goal: revealing the
reaction mechanism and structural characteristics of intermediate states. The
main advantage of TRX is that detailed structural information is obtained
directly and globally, for the entire molecule. Spectroscopic techniques, such
as visible or UV absorption, resonance Raman, and IR spectroscopy can be
very sensitive to small structural changes but typically provide local structural
information indirectly. In some cases, like with the IR amide I band, overall
global information is obtained. Although the time course of spectroscopic
changes reflects the time course of tertiary structural changes (5–12), it is often
difficult to unambiguously link spectroscopic changes to particular and specific
underlying structural changes, and to relate the amplitude of spectroscopic
change to the extent of structural change. However, the two techniques are
complementary and taken together provide a more complete insight into struc-
tural changes and reaction mechanism.

In TRX experiments, one triggers a reaction in molecules in the crystal and
uses X-ray pulses to probe structural changes at various time delays following
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the start of the reaction. The time resolution of the experiment is determined by
either the duration of the triggering process or the duration of the X-ray probe
pulse, whichever is longer. Experiments require synchrotron X-ray radiation.
Synchrotrons are pulsed X-ray sources with a typical X-ray pulse duration of
about 100 ps. When longer X-ray exposures are sufficient, a train of X-ray
pulses of appropriate duration can be used (see Subheading 3.3.). The best
time resolution achieved to date matches the duration of a single X-ray pulse
(13). Very high X-ray flux is needed to obtain data of necessary quality with ns
and sub-ns time resolution. Third-generation synchrotron sources (14) provide
the most intense X-ray pulses to date. Such sources are the Advanced Photon
Source (APS) (USA), European Synchrotron Radiation Facility (ESRF)
(France), and SPring-8 (Japan).

Experiments that require subsecond time resolution have to be conducted at
synchrotron facilities with polychromatic beam capability. It is impossible to
record the integral intensity of a reflection in such a short exposure time using
the conventional monochromatic method where the crystal has to be rotated/
oscillated. The polychromatic, Laue X-ray diffraction technique is used instead,
where the crystal is stationary (15). Bending magnet beamlines are sufficient
for experiments that require ms time resolution, whereas insertion device
beamlines (14) are necessary for sub-ms resolution.

A comprehensive review of the present state of the Laue technique as well
as examples of its application to static and TR studies can be found in ref. 15.
The technique has reached a mature stage. Most of the problems in Laue data
processing, that limited the use of this technique in the past, have been solved.
Structure factor amplitudes from static Laue experiments equal in quality those
from standard monochromatic oscillation measurements.

Reaction triggering is a crucial and critical part of TRX experiments and
will be discussed in more detail in Subheadings 3.2. and 3.4. Ideally, the trig-
gering is accomplished rapidly in all molecules in the crystal, in a time interval
much shorter than the lifetime of the intermediate that is investigated and the
duration of the X-ray pulse used to probe the intermediate. In reality, trigger-
ing occurs only in a fraction of molecules. One of the experimental goals is to
maximize this fraction. The fastest method for triggering a reaction in the crys-
tal is to use ultrashort, fs to ns, laser pulses. The method can be applied to
photosensitive molecules that undergo structural changes upon the absorption
of light by an embedded chromophore. Examples, extensively studied by TR
spectroscopy, include heme proteins (13,16–18), bacteriorhodopsin (19),
photoactive yellow protein (5,20–22), and other photoreceptors (23). We will
focus here mainly on TRX studies of such inherently photosensitive proteins.

The readout speed of present large area X-ray detectors used for macromo-
lecular crystallography does not permit to follow the subsecond reactions in
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real time after a single reaction initiation. Collecting a diffraction image at
each time delay, therefore, requires a separate reaction initiation event. In
addition, multiple diffraction images at different crystal orientations are needed
for a complete data set at each time delay (see Subheading 3.4.). It is therefore
greatly advantageous if the reaction is reversible and the system restores itself
to the initial state after a relatively short period of time. For such systems, a
single crystal can be used for collecting complete or even multiple data sets.
Processes where the triggering step or the reaction itself is irreversible can
also be studied in favorable cases, but a new crystal is required for each X-ray
exposure.

The result of a pump-probe TRX measurement is a four-dimensional data
set, consisting of a time series of structure factor (SF) amplitudes, |F(hkl,t)|.
Because the goal is to determine how the known initial structure is changing in
time following the reaction initiation, we are actually interested in the differ-
ence between the time-dependent SF amplitudes |F(hkl,t)| and the SF ampli-
tudes corresponding to the initial state, |F(hkl)|. Results are typically presented
in real space (x,y,z) rather than reciprocal (h,k,l) space. Time-dependent differ-
ence electron density (DED) maps, ∆ρ(t), are calculated on a three-dimensional
grid across the crystal unit cell, with coefficients ∆F(h,k,l,t) = |F(hkl,t)|–|F(hkl)|
and phases obtained from the structure of the initial state (see Subheading
3.5.2.). DED maps are analogous to difference spectra in TR spectroscopy.
Negative densities in such maps represent the loss of electrons and positive
densities the gain of electrons. A DED that results from a structural change
varies relatively smoothly with time when determined with a sufficiently high
signal-to-noise ratio (SNR).

Many chemical reactions are considered simple (24,25) and can be repre-
sented by a chemical kinetic model where the reaction proceeds along a reac-
tion coordinate and involves a set of discrete intermediate states Ij. These states
correspond to the minima on the potential energy surface of the system. They
are separated by well-defined energy barriers and the interconversion between
them follows exponential behavior. To fully describe the kinetic mechanism
one then needs to determine the number of intermediate states, the pathways
by which they interconvert, and the rate coefficients of their interconversion
(Fig. 1). When these are known, the kinetics of the ensemble of molecules in
the crystal can be described. Following the reaction initiation, molecules popu-
late intermediate states according to fractional (normalized) concentrations,
Ij(t), which are governed by a system of coupled differential equations that
describes a given mechanism (Fig. 2). Each molecule crosses the energy bar-
rier between the states Ij at random and independently from other molecules,
and spends a short time in the transition state (at the top of the barrier) as
compared to the residence time in Ij states. An intermediate state can in prin-
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Fig. 1. General mechanism (G) with three intermediate states: I1, I2, and I3. The
final state is I0. In a reversible system this is also the initial state. Three simple mecha-
nisms (S, SP, DE) based on three intermediates are also shown.

Fig. 2. Chemical kinetic model: fractional concentrations of intermediates for
mechanism DE in Fig. 1. (A) Three differential equations describe the mechanism.
I1, I2, I3: time-dependent fractional concentrations of molecules populating the inter-
mediate states I1, I2, and I3. The forth equation (sum of all fractional concentration is
1) determines the concentration of the I0 state. (B) General solution of differential
equations in (A). Relaxation rate coefficients λi are the same for all intermediates and
exclusively depend on the rate coefficients k (inverse of |λi| are relaxation times, τi =
1/|λi|). The λi are directly observable, the k are not. The pre-exponentials Pji depend
on initial conditions and λi, and therefore also depend on the rate coefficients k (see
25a for illustrative examples). The three exponential terms in the expression for each
intermediate are called transients.

ciple be significantly populated at some time delay, depending on the values of
the interconversion rate coefficients (Fig. 3). Structural changes can be visual-
ized as hopping of molecules between structurally distinct intermediate states
Ij. In other words, what changes in time are the fractional concentrations of
molecules in various intermediate states. As a result, TRX experiments do not
produce a movie of continuously changing structure, but a set of discrete struc-
tures corresponding to the intermediate states.
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How does the chemical kinetic model apply to the results of TRX measure-
ments? The DED at each grid point m in a DED map at a given time delay t
after the reaction initiation, ∆ρ(t)m, can be represented by Eq. 1:

∆ ∆∑ρ ρ( ) = ( ) ·
=1

,t tm
j

N

j mI j (1)

where Ij(t) is the time-dependent fractional concentration of molecules in the
intermediate state Ij, and ∆ρj,m is the DED corresponding to a pure intermediate
state Ij. Note that the electron densities, but not the measured SF amplitudes
|F(hkl,t)|, are proportional to the fractional concentrations (26,27). Therefore,
the analysis should be performed in real space (electron density), rather than
reciprocal space (SF amplitudes). Also, note that in general at most delay times
several intermediates may be present (Fig. 3) and measured DEDs represent a
mixture of these intermediate states. Methods for separating the measured mix-
tures of states ∆ρ(t) into DEDs ∆ρj of the component intermediate states, and
ultimately determining the structures of these intermediate states, have been
developed recently (27–29) and are described in detail in Subheading 3.5.

Fig. 3. Calculated fractional concentrations of molecules populating the three inter-
mediate states: I1 (solid line), I2 (dot-dashed line), I3 (double dot-dashed line), and the
final state I0 (dashed line) for the mechanism DE shown in Figs. 1 and 2. Reaction
triggering is assumed instantaneous and all molecules are in state I1 at t = 0. The sum
of I1, I2, and I3 is shown as dotted line. Rate coefficients: k1 = 8000 s–1, k+3 = 500 s–1,
k–3 = 300 s–1, k+4 = 50  s–1. Note a logarithmic time scale.
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2. Materials
2.1.Time-Resolved X-Ray Diffraction Experiments

1. Crystals.
2. Thin-walled glass or quartz capillaries for crystal mounting and other crystal

mounting tools (30,31).
3. A crystal-cooling device (such as the FTS Air-Jet crystal cooler) to maintain

constant crystal temperature.
4. Suitable caged compounds for triggering the reaction in crystals that are not

inherently photosensitive.
5. A laser for reaction initiation. The following has to be considered when deciding

what type of laser to use: wavelength, pulse energy, repetition rate, and pulse
duration. The choice will depend on the properties of the sample and the desired
time resolution.

6. Optical fibers and/or other optics necessary for delivering the laser light to the
sample.

7. A microspectrophotometer for measuring crystal absorption spectra and prelimi-
nary TR spectroscopy on crystals. Appropriate light sources for monitoring
absorption and reaction initiation have to be considered depending on the absorp-
tion properties of the sample.

8. Polychromatic synchrotron X-ray source.
9. Fast and slow X-ray shutters for selecting and isolating individual X-ray pulses

or pulse trains.
10. Timing electronics for synchronization of laser and X-ray pulses. The synchroni-

zation jitter has to be smaller than the laser or X-ray pulse duration, whichever is
longer. Delay generators are needed for adjusting the time delay between laser
and X-ray pulses. PIN diodes are generally used for detecting laser and X-ray
pulses at the sample location and a fast oscilloscope for measuring the time delay
between these pulses.

11. A large area detector for recording diffraction patterns. Image plate or CCD detec-
tors are required to provide sufficient sensitivity.

2.2. Processing and Analysis of Time-Resolved Data
1. Laue data processing. Several software packages are available: LaueView

(32,33), Daresbury Laboratory Laue Software Suite (Lauegen, Lscale) (34,35),
Leap (36), PrOW (37), Precognition (38).

2. Analysis of DED maps. Integration of DED features: Probe (16); SVD analysis:
SVD4TX, GetMech (27,28).

3. Methods
3.1. Sample Preparation

Crystal requirements for TR Laue experiments are more stringent than for
the standard, monochromatic oscillation data collection. The Laue technique is
more sensitive to crystal mosaicity. Laue diffraction spots become elongated
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when the mosaicity is increased. In most cases diffraction spots also become
more elongated as a result of the photo-activation. In addition, the crystal will
degrade as a result of radiation damage. The diffraction spots become more
streaky and weaker, and the resolution to which crystal diffracts degrades dur-
ing the experiment. The elongation of diffraction spots causes additional spa-
tial overlap in the already crowded Laue diffraction images (Fig. 4) and spot
integration becomes less accurate. Therefore, crystals need to be screened
based on mosaicity and on the additional elongation of the diffraction spots
when crystals are photo-activated. A compromise between the extent of photo-
activation and the spot elongation often becomes necessary. The Laue process-
ing software can handle successfully some degree of spot elongation (approx
4:1 ratio of spot length to spot width). However, one should keep in mind that
the SNR is generally inversely proportional to the spot elongation for a given
extent of photo-activation.

Crystal size consideration is very important. On the one hand, one needs
large crystal volume to measure diffraction intensities with a sufficient SNR
when using very short X-ray exposures. On the other hand, crystals cannot be
too large as they will also become too optically thick at the wavelength used
for reaction triggering (see Subheadings 3.2. and 3.4.). In practice, this limits
the thickness of the crystals in most cases to about 200 µm, unless special
consideration is given to the geometry (see Subheading 3.4.).

Fig. 4. A Laue diffraction image from a protein crystal collected on the MAR345
image plate detector at the APS 14-ID beamline.
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Unlike standard diffraction experiments where crystals are routinely inves-
tigated at cryogenic temperatures (around 100 K), TR experiments probe struc-
tural changes at room temperature (around 293 K). Crystals are therefore more
susceptible to radiation damage by X-rays. Crystals have to be mounted in
thin-walled glass or quartz capillaries. Details on practical aspects of mounting
crystals in capillaries can be found in the literature (30,31). Crystals should not
be mounted too wet or too dry. A crystal embedded in too much liquid will
move more easily when exposed to laser pulses, whereas a dry crystal will
degrade faster because it will dry out further when repeatedly exposed to laser
pulses. Crystals are typically maintained at a constant temperature by a dry gas
stream. It is important to avoid temperature gradients across the capillary by
using short capillaries and embedding the entire capillary into the gas stream.
Otherwise, condensation or evaporation of the liquid at the crystal location
may occur, which will degrade the crystal diffraction quality.

3.2. Reaction Triggering

A rapid and uniform reaction initiation, without a perturbing effect on the
crystal or the reaction and with the highest possible fraction of activated mol-
ecules, is critical to the success of a TR experiment. Careful assessment and
evaluation of the reaction initiation options is therefore essential. Depending
on the nature of the reaction and reaction rates, triggering can be done by a
rapid change in the concentration of substrates, cofactors, protons or electrons,
by photo-activation of a native chromophore or a stable precursor of a sub-
strate or cofactor, or by a rapid change in temperature or pressure.

The simplest method of concentration change is diffusion of substrates,
cofactors or protons into a crystal in a flow cell. The method can be used to
trigger a single reaction event (39–41) or a multiple turn-over, steady-state
accumulation of an intermediate (42–44). However, the diffusion process is
very slow ranging from seconds to many minutes (3,45), and only the slowest
reactions can be triggered synchronously. These reactions can then be investi-
gated either by Laue or monochromatic X-ray diffraction technique. Flash cool-
ing following diffusion can also be instrumental in capturing the various stages
of the reaction (39).

The fastest method for reaction triggering is photo-initiation using ultra-
short laser pulses (fs to ns). Naturally suitable samples for this method are
photosensitive proteins (13,16–23). Short laser pulses can also be used to
induce a temperature jump in the crystal for studies of the initial steps of ther-
mal unfolding in proteins (46,47).

For proteins that do not contain a chromophore and are not inherently pho-
tosensitive, phototriggering can be used in combination with caged or
photolabile compounds. Caged compounds are inert precursors of substrate or
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cofactor molecules. Illumination with UV light can liberate the active mol-
ecule and trigger the reaction in the crystal (45,48,49). A number of reactions
have been triggered successfully on the µs to ms time scale using caged com-
pounds (50–53). Very efficient and fast (sub-µs) caging groups are available
now that can be incorporated into the hydroxyl, carboxyl, phosphoryl, and
amide groups of a wide range of compounds. The compounds exist for
photorelease of caged nucleotides, divalent cations (like magnesium and cal-
cium), protons, neurotransmitters, and several amino acids.

Several concerns need to be addressed regarding the photo-initiation. The
optical densities of photo-active crystals are often very high. The front layer of
the crystal can therefore be easily over-saturated by light whereas the inner
part of the crystal remains underexposed. For this reason, the wavelength of
the laser light has to be selected such that the optical density is low (<0.5). This
typically means that the wavelength is not at the absorption maximum, but on
rather weak tails of the absorption bands. Another method to trigger the reac-
tion more uniformly throughout the crystal is to illuminate the crystal from
multiple sides.

It is beneficial if the optical density at the excitation wavelength is not only
low for the initial state, but also for the intermediate state that forms during the
laser pulse. Similarly, the use of shorter laser pulses will prevent the absorp-
tion of light by intermediates that form past the laser pulse duration. In both
cases, the heating of the crystal will be reduced and a possible undesired photo-
activation of the intermediate states is minimized.

The laser pulse energy delivered to the crystal has to be considered care-
fully. Too low energy will prevent sufficient photo-initiation, whereas too high
energy may be damaging. Given the large number of molecules in the crystal
(1012–1014), 10–100 µJ/pulse is needed just to match the number of absorbed
photons to the number of molecules, assuming all delivered photons are
absorbed. Because a relatively low optical density of the crystal is needed for a
uniform photo-initiation, a significant fraction of photons will not be absorbed.
Also, the laser beam size is typically larger than the crystal for easier align-
ment and overlap of the X-ray and laser beams (Subheading 3.4.), and to
ensure a uniform reaction initiation across the crystal. This again reduces the
number of photons that are actually absorbed and utilized for reaction initia-
tion and requires higher pulse energy to be delivered. For example, for a crys-
tal of 0.3 × 0.3 × 0.2 mm3 size containing 1014 molecules, with 0.2 OD at the
excitation wavelength and the laser beam size of 0.6 mm diameter, only about
10% of the laser energy will be absorbed. As a result, about 1 mJ/pulse, rather
than 100 µJ /pulse, has to be delivered to match the number of absorbed pho-
tons and number of molecules in the crystal. The temperature increase in the
crystal due to the absorbed light is estimated to 1–2 K in this case. The quan-
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tum yield (the number of reaction events per photon absorbed) also needs to be
taken into account when determining the appropriate laser pulse energy. Other
aspects of maximizing the reaction initiation in practice are discussed in Sub-
heading 3.4.

When using caged compounds, similar considerations to those mentioned
previously regarding the laser wavelength, pulse energy, and illumination
apply. Caged compounds typically require intense UV light for activation (49),
and crystal damage is a concern. For more efficient activation of caged com-
pounds with low quantum efficiency, cryophotolysis has been proposed (4) in
combination with temperature-controlled crystallography (rapid warm up/cool
down cycle) to trap intermediates.

Preliminary spectroscopic measurements in crystals proved to be a very use-
ful tool to characterize the purity of the sample, to monitor the extent of reac-
tion initiation while optimizing the laser pulse energy, and to monitor the
reaction progress in the chromophore region as a guide to TR crystallographic
measurements. Several compact microspectrophotometers for on-line or off-
line use have been described (54–57). The Hadfield-Hajdu design (55)  is com-
mercially available (www.4Dx.se).

3.3. Experimental Setup
3.3.1. X-Ray Source

Successful ns TR experiments have been conducted at two beamlines: ID09,
ESRF and 14-ID, APS (16–18,20,22,28,58). The first sub-ns experiment (150 ps
time resolution), conducted at the ID09 beamline, has been reported recently
(13). Slower, µs to ms, experiments have also been conducted at the beamlines
X26C (National Synchrotron Light Source, Brookhaven National Laboratory)
and BL44B2 and BL40XU (SPring8).

At a synchrotron X-ray source, electrons emitted by an electron gun are first
accelerated in a linear accelerator (linac), and then in a cycling booster syn-
chrotron to their final energy of several GeV (7GeV at the APS). These high-
energy electrons are injected into a large storage ring (1104 m circumference
at the APS) where they orbit at a constant energy inside a vacuum chamber for
many hours. Their revolution time is 3.683 µs at the APS storage ring. The
electrons are bunched in the storage ring and produce intense X-ray pulses of
approx 100 ps duration when passing through the bending magnets or insertion
devices located around the storage ring (14). Insertion devices are arrays of
magnets that force the electrons to follow a wavy trajectory, which results in
more intense X-ray radiation than that produced by bending magnets.

Storage rings are typically operated with a uniform distribution of the elec-
tron bunches and thus produce a train of uniformly and quite closely spaced
X-ray pulses. Standard operating modes at the APS are 324 or 24 uniformly



126 Schmidt et al.

spaced single bunches (11.4 ns and 153 ns bunch spacing, respectively). X-ray
shutters are used to isolate single X-ray pulses or super-pulses (trains of single
100 ps X-ray pulses with µs-ms duration). The fastest X-ray shutters (59,60)
have open-time of 1–2 µs and can isolate a single X-ray pulse if the adjacent
pulses are separated by more than 0.5–1 µs. This is the case in special operat-
ing modes of storage rings, such as the single bunch mode (ESRF) or the hybrid
mode (ESRF and APS). In the single bunch mode only one electron bunch is
circulating in the storage ring (2.816 µs spacing between consecutive X-ray
pulses at the ESRF). In the APS hybrid mode, a single bunch is on one side of
the ring while a train of closely spaced bunches (super-bunch) is located on the
opposite side. The spacing between the single X-ray pulse and the adjacent
super-pulse is 1.58 µs at the APS (Fig. 5).

At the polychromatic undulator beamlines of the third generation synchro-
tron sources, 109–1010 photons are delivered to a 200 × 200 µm2 sample in a
single X-ray pulse. This is, however, not sufficient to record a diffraction image
with a SNR that is required to accurately determine small difference SF ampli-
tudes. Signal averaging is required and 10–100 single X-ray pulse exposures
are typically accumulated prior to the detector readout for each diffraction im-
age (see Subheading 3.4.).

Fig. 5. Timing schematics for TR experiments at the 14-ID beamline, APS. Two X-
ray shutters operate in series, synchronized to the X-ray pulse train, to select an X-ray
pulse or a short pulse train. Laser firing is also synchronized with the X-ray pulses.
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3.3.2. Synchronization and Timing of Laser and X-Ray Pulses
We will describe here the current experimental set-up at the APS beamline

14-ID, built and operated by the Consortium for Advanced Radiation Sources,
The University of Chicago, Chicago, IL. For a detailed description of the ESRF
beamline ID09 see Schotte et al. (60).

A series of shutters is used to select a single X-ray pulse from the continu-
ous stream of pulses (Fig. 5). The fast rotating µs shutter (chopper) has a maxi-
mum rotation frequency of 905.2 Hz and a minimum open-time of 2 µs
(FWHM). The phase of the chopper relative to the X-ray pulse train is adjust-
able so that the chopper can transmit either a single, 100 ps X-ray pulse or a
500 ns super-pulse in the APS hybrid mode. The slower ms shutter, with a
minimum open-time of 1.8 ms (FWHM), isolates a single opening of the chop-
per. Two additional, even slower shutters (so-called heat-load shutters) are
used to prevent excessive heating of the chopper by polychromatic radiation.

Two tunable ns lasers are available for reaction photo-initiation: a Nd:YAG
pumped dye laser (Continuum Powerlite 8010/ND6000) and a more easily tun-
able Nd:YAG pumped OPO laser (Opotek Vibrant). The pulse duration for the
two lasers is 7 ns and 4 ns, respectively. The wavelength range accessible with
these lasers is 420–850 nm and 240–620 nm, respectively. A timing module
(in-house design) provides synchronization of the laser and X-ray pulses. The
actual synchrotron RF signal is used as a synchronizing clock for both the tim-
ing module and the chopper controller. The timing module generates a 10 Hz
signal for necessary continuous operation of the Nd:YAG laser flash lamps
and also provides the trigger for laser firing. Both signals are sent to the laser
via a very accurate time-delay generator (Stanford Research DG535) that
facilitates adjustment of the time delay between the laser and X-ray pulses in
the range from 1 ns to many seconds.

3.3.3. Sample Environment
The ns lasers are located in the remote laser laboratory. Laser light is passed

to the X-ray station and delivered to the sample via an optical fiber. Fibers with
a relatively large diameter are used (0.6–0.9 mm) because the laser pulse energy
of a few mJ (see Subheading 3.2.) has to be coupled into the fiber. The cou-
pling is accomplished by focusing the laser light at the tip of the fiber, while
exposing only the fiberglass core to the light to prevent damage of the fiber.

The standard arrangement of components in the sample area is shown in
Fig. 6. The laser beam is focused onto the sample by a small collimating/focus-
ing assembly (L) that provides approx 1:1 focusing. Another optical fiber (not
shown) is mounted opposite to the shown fiber for a more efficient reaction
photo-initiation (see Subheadings 3.2. and 3.4.). The optical paths are adjusted
so that the light from both fibers reaches the sample simultaneously (± 0.5 ns).
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Two avalanche photodiodes are used to detect the laser and X-ray pulses sepa-
rately as signal strengths vary significantly. Both are located very close to the
sample (not indicated in Fig. 6). A diode with a Be window is used to detect the
X-ray pulses only. The second diode detects predominantly laser pulses (much
stronger signal). The time-offset between the two diodes is fixed and known.
The signal from these diodes is sent to a fast oscilloscope (500 MHz Tektronix
TDS744A) for measurement of the time delay between the pulses.

3.4. X-Ray Data Collection
3.4.1. Reaction Triggering Considerations

A general scheme of TR X-ray data collection can be described as follows.
A single laser pulse is directed to the desired volume of the protein crystal and
after a well defined time delay a single X-ray pulse illuminates the laser-irradi-
ated volume. The diffracted X-rays are recorded on a large area detector.
Because the signal of interest is the difference between the diffraction before
and after the photo-activation, the alignment of the crystal, the X-ray beam,
and the laser beam is critical. First, the center of rotation of the diffractometer
is brought into the X-ray beam path. The laser beam is then focused at the
center of rotation. Finally, the crystal is placed at the center of rotation.
The crystal therefore stays at the same position during the data collection, at
the intersection of the laser and X-ray beams.

Fig. 6. Sample environment at the 14-ID beamline, APS. The sample capillary is
mounted on the goniometer head (G) of a standard kappa diffractometer. The camera
for viewing the magnified image of the crystal (C) is also mounted on the diffracto-
meter. The sample is maintained at a constant temperature by a gas stream from the
cooling system (FTS). The X-ray beam stop (B) and the MARCCD area detector (D)
are also shown.
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As mentioned in Subheading 3.3., even the most powerful, third-generation
synchrotron sources require multiple pump-probe cycles for ns or sub-ns time
resolution. Between each pump-probe cycle there must be a wait-time for the
original state to be restored in the crystal. The wait-time depends on the cycling
time of the sample and the time needed to dissipate the heat deposited by the
laser pulse. If the wait-time is too short, the heat may not dissipate before the
next pump-probe cycle and the temperature of the sample might creep up with
repeated pump-probe cycles. For this reason, the repetition rate is usually only
a few Hz even when the cycling time of the protein is faster.

When a crystal is exposed to laser pulses, the increase in crystal mosaicity
and crystal motion are generally observed and manifested as elongation
(streakiness) of the diffraction spots. The increase in mosaicity can be observed
even with a single X-ray pulse exposure whereas the crystal motion is most
clearly evident with multiple exposures. The main cause for the crystal motion
is thought to be heating related. To reduce the motion, a sufficient wait-time
between cycles, as well as minimizing the number of pump-probe cycles should
be considered. Also, immobilizing the crystal inside the capillary is highly
beneficial. This has recently been successfully accomplished for a variety of
crystals by using either glue (standard 5-min epoxy, for example) or a thin coat
of polyvinyl to attach the crystal to the capillary (61).

The X-ray exposure should be maximized without compromising the time
resolution for a given time delay. Whenever possible, a train of X-ray pulses
should be used for the pump-probe cycle rather than a single X-ray pulse,
because more X-ray photons are used per cycle and an image can be obtained
with a smaller number of cycles. This has two advantages. First, the total time
for the experiment is reduced. Second, the number of laser shots and therefore
the crystal damage by the laser pulses is reduced.

The spatial extent of structural changes as well as the overall fraction of
photo-activated molecules is generally small. It is therefore imperative to maxi-
mize the signal and minimize the background. The SNR of the difference signal
is roughly proportional to the square root of the total number of X-ray photons
and to the overall fraction of photo-activated molecules, which in turn is pro-
portional to the absorbed energy of the laser pulse (other conditions being equal).
Therefore, laser beam size and X-ray beam size should be adjusted to maximize
the fraction of excited molecules probed by the X-ray beam. The size of the X-
ray beam is the same or slightly smaller than the size of the crystal in order to
optimize the SNR. If the X-ray beam is larger than the crystal, the background
from the capillary and the liquid around the crystal is increased. On the other
hand, if the X-ray beam is too small, a part of the crystal will not contribute to
the diffraction. The X-ray beam is typically smaller than the laser beam as the
laser beam is generally larger than the crystal (see Subheading 3.2.).
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Larger crystals are preferred because they result in better diffraction, and
therefore better difference signal. Efficient photo-activation, however, becomes
a problem if the wavelength cannot be tuned to a region where the optical
density is sufficiently low (see Subheading 3.2.). In cases where optically thick
crystals have to be used, a small X-ray beam can be used to probe only the
surface layer of the crystal that is illuminated by laser light. It is important that
the surface layer stays at the intersection of the laser and X-ray beams for all
crystal orientations during the data collection.

To minimize systematic errors, ideally all time delays should be collected
using a single crystal. In practice, however, this is often not possible because
of crystal damage by the X-ray and laser pulses. This limits the maximum
number of images that can be collected from one crystal (see Subheading
3.4.3.). When crystal morphology allows, using long but relatively thin crys-
tals with smaller laser and X-ray beams can be beneficial. The crystal can be
translated and the previously unexposed part of the crystal can be used for
subsequent data collection.

The laser pulse energy has to be optimized to maximize the photo-activation
while preventing the crystal damage and excessive spot elongation (see Sub-
heading 3.1.). Typical pulse energies are of the order of several mJ for the
laser beam size of 0.6–0.9 mm (diameter). When a time series of data sets is
collected, the laser pulse energy should be held constant for all time delays. A
failure in this regard will introduce systematic errors as the extent of photo-
activation will differ for different time delays.

3.4.2. X-Ray Beam Considerations
Undulators, that have an energy bandpass significantly narrower than wig-

glers, proved to be better X-ray sources for Laue and TR crystallography
(15,62,63). In addition to the reduced polychromatic background and spatial
overlap in the Laue images, the higher peak power of undulators also contrib-
utes to the improved data quality. The APS Undulator A, used on the 14-ID
beamline, has an energy bandpass of approx 1 keV (∆E/E ~ 10%, FWHM),
compared to the bandpass of approx 10 keV of the APS Wiggler A.

X-ray wavelength and flux are determined by the undulator gap. The
Undulator A at 14-ID beamline is typically operated with the energy of the first
harmonic in the range of 11.3 to 13.8 keV (0.9 to 1.1Å). Because it is critical
that the X-ray flux is maximized for TR experiments, the choice of the wave-
length is only the secondary factor. It should be noted, however, that shorter
wavelengths cause less radiation damage (64) and this can therefore be impor-
tant for room temperature studies.

3.4.3. Data Collection Strategies
In TR Laue crystallography, a complete data set is a multidimensional data

matrix: three traditional reciprocal space dimensions and the additional dimen-
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sion of time. At a particular crystal orientation and time delay, the Laue dif-
fraction pattern contains diffraction spots only for a part of the reciprocal space.
Laue images at many different crystal orientations have to be collected to com-
pletely sample the reciprocal space at each time delay. The angular step through
the reciprocal space depends on the bandpass of the X-ray source. With the
APS Undulator A, 2−3° is sufficient. The number of time-points needed and
their distribution in time ultimately depends on the reaction that is investigated
but a good starting point is to collect three to five points per time decade in the
region of interest, equally spaced in logarithmic time.

The beamtime is quite limited at synchrotrons in general. In addition, the
special operating modes required for TR experiments are available for only a
very limited amount of time. Therefore, one should make a considerable effort
to use beamtime efficiently. The mode of experiments and data collection strat-
egy depends on the goal of the experiment. If crystals are being checked for
suitability for TR Laue experiments, snapshot images are collected without the
laser excitation to evaluate the crystal mosaicity. If the suitability has already
been established and real TR data is to be obtained, one often faces two possi-
bilities depending on the choice of the fast variable: crystal orientation or time
delay. The most straightforward data collection scheme is to scan the entire
angular range at a fixed time delay and subsequently move to another time delay.
Because only a limited number of images can be obtained from one crystal as a
result of radiation damage, only single time-point or at most a few time-points
can be obtained from one crystal. Therefore, in this experimental scheme, laser
intensity fluctuation and crystal-to-crystal variation between time-points intro-
duce a systematic error that has a detrimental effect on the accurate determina-
tion of the time constants when the entire series of time delays is examined.
Nevertheless, this collection strategy is often chosen if the goal of the experi-
ment is to collect preliminary data at a few chosen time delays in order to
establish the presence of the signal and determine the photo-activated fraction
of molecules. In addition, a highly redundant data at a desired time delay can
be obtained most effectively this way by merging multiple data sets collected
at the same time delay (58).

The problem of systematic errors described previously can be circumvented
by an alternative data collection scheme where the time delay, rather than the
angular setting, is the fast variable. The time range is scanned at a fixed angu-
lar setting, which is then advanced for a repeated time scan at the new crystal
orientation. A shortcoming of this method is that one crystal may not be suffi-
cient to obtain data for all crystal orientations and all time delays as a result of
radiation damage issues. Fortunately, our experience suggests that data from
multiple crystals can be merged successfully. Therefore, data sets that are par-
tial in reciprocal space but which cover all time delays can be collected from
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several crystals and merged to obtain a time series of complete data sets. This
constitutes a better method for accurate determination of time constants asso-
ciated with the formation and decay of intermediates.

Another shortcoming of this approach of data collection is the potential all
or nothing aspect. If the entire reciprocal space for the series of time delays is
not completed, the data may turn out to be useless. One may run out of beam-
time or crystals. This becomes a more serious problem with lower X-ray flux
and space groups with low symmetry like monoclinic, where an angular range
of 180° has to be collected. To minimize the risks but complete the entire time
series that is needed, one can collect several shorter time series rather than
one long series. In this case, one time delay common to all time series is desir-
able as it will greatly help to account for any variation in the extent of photo-
activation among different time series.

Because the actual signal in the TR data is the change caused by the reaction
initiation, a reference data should be collected and subtracted from the data at
positive time delays (so-called light data). It may be possible to use a model
from a static measurement as a reference without collecting experimental ref-
erence data. However, our experience shows that an experimental reference
data collected without light activation (so-called dark data) is superior in
reducing systematic error and yield a better SNR. The best way to minimize
the systematic errors is to interleave dark and light images for single-time delay
if crystal orientation is the fast variable, and to collect dark plus light time
series if time delay is the fast variable. This way, any progressive degradation
of the crystal will have a minimal effect in the final difference signal. In addi-
tion, a negative time delay instead of dark data can be used as a reference. This
has an advantage of reducing any systematic error due to potential accumula-
tion of photoproducts during the data acquisition.

3.5. Data Processing and Analysis

Processing of TR data proceeds in three steps: 1) a time series of structure
factor amplitudes is derived from diffraction images; 2) a time series of dif-
ference electron density maps is derived; and 3) structures of intermediate
states are determined. The three steps are explained in Subheadings 3.5.1. to
3.5.9.

3.5.1. Reducing Laue Data

The goal of data reduction is the extraction of accurate diffraction spot
intensities or SF amplitudes from the raw images (Fig. 4). The major steps
involved are indexing, integration, scaling, and deconvolution of harmonic
overlaps (15). The first three steps are challenging for the polychromatic, Laue
method, whereas the fourth step is actually unique for this method. Specialized
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software is used for processing of Laue data (see Subheading 2.). The soft-
ware must cope with the following problems specific for the Laue method:

1. In crowded Laue diffraction patterns probability is high that the reflections spa-
tially overlap. Spot profiles are used to separate these overlaps (32,37). The pro-
files are derived from well separated, nonoverlapping reflections. By using the
narrow bandpass undulators as X-ray sources, the spatial overlap problem is sig-
nificantly reduced (62,63).

2. The intensity of the polychromatic incident radiation varies as a function of wave-
length. In addition, the scattering power of the crystal as well as other parameters
such as the detector sensitivity are wavelength dependent (26). When the orienta-
tion of the crystal is changed, a given reflection may be stimulated at a different
wavelength. Consequently, intensity collected from this reflection or its symmetry
mates may vary strongly with the orientation of the crystal. Therefore, the intensi-
ties must be brought to a common scale before they can be merged. This procedure
is known as wavelength normalization and results in a so-called λ-curve, which
represents all wavelength dependent effects as seen by the detector (32,35).

3. The polychromatic X-ray beam may excite at the same time reflections whose
indices are multiples of a common basic hkl triplet. For example, the reflections
with indices 2 4 0 and 3 6 0 both contain a multiple of the basic 1 2 0 triplet and
are, therefore, harmonic to each other. Harmonic reflections lie on a radial line in
the reciprocal space (starting at the origin), scatter in exactly the same direction
and overlap precisely at the detector (33). As these reflections correspond to dif-
ferent energies, the overlap is also referred to as energy overlap. The low-resolu-
tion reflections are especially affected, leaving the low-resolution data incomplete
(low resolution hole) if the harmonic overlaps are excluded. Using multiple mea-
surements of the same reflection at different crystal orientations and measure-
ments of corresponding symmetry mates, the harmonic overlaps can be resolved
into the component reflections after the λ-curve has been determined. The proce-
dure is referred to as harmonic deconvolution.

Laue data reduction is also affected by a substantial scattering background
generated by the polychromatic radiation. As a consequence, weak reflections
that occur predominantly at higher resolution are more difficult to determine
accurately than for the monochromatic data. The background is substantially
reduced by use of undulators (see Subheading 3.3.1.) which improves the over-
all resolution of the collected data.

3.5.2. Time-Dependent Difference Electron Density Maps

The result of a TR experiment are SF amplitudes of the initial, dark state
|FD(hkl)| and a corresponding set of time-dependent SF amplitudes |F(hkl,t)|.
From these amplitudes, time-dependent difference SF amplitudes ∆F(hkl,t) =
|F(hkl,t)|–|FD(hkl)| are calculated for each time-point t. Phases φhkl

D  are obtained
from the known dark state structural model. If both |F(hkl,t)| and |FD(hkl)| are
on the absolute scale, it can be shown (65,66) that DED maps calculated using
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∆F(hkl,t) and the phases φhkl
D  are accurate maps on roughly half the absolute

scale as long as structural differences remain small and noise moderate. This is
referred to as the difference approximation. However, significant random noise
in the difference SF amplitudes ∆F(hkl,t) will have a degrading effect on the
maps (27,66). Moreover, as a result of errors in data acquisition and reduction
some ∆F(hkl,t) may be erroneously large. Consequently, both, extremely large
∆F(hkl,t) and those with a high experimental error should be weighted down in
calculations of DED maps. Several weighting schemes have been proposed
(16,20,27,67). The final DED map is calculated as:
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where X, Y, Z are the components of the position vector in the coordinate sys-
tem of the unit cell (fractional coordinates), h, k, l are the reflection indices, Ve

is the volume of the unit cell and w is the weighting factor of the difference SF
amplitude ∆F(hkl,t).

These maps can be inspected using specialized molecular modeling pro-
grams such as XtalView (68) or O (69). In order to display the features that are
above the noise of the map, the DED maps need to be contoured above the 3 σ
level. The σ value is the root mean square (RMS) deviation of the DED from
the mean value determined from all grid points in the asymmetric unit. It
includes contributions from both signal and noise. Positive and negative DED
features are observed. Negative electron density features represent loss of elec-
trons and account for atoms that have moved away. Positive features represent
gain of electrons and account for new positions occupied by atoms that moved.
If SF amplitudes are represented on the absolute scale and nonoverlapping DED
features are considered, the total (integrated) DED count in a particular feature
multiplied with the volume of the grid unit is equivalent to about half the num-
ber of electrons displaced from or into this volume.

3.5.3. Structures of the Intermediates and Chemical
Kinetic Mechanism From Difference Electron Density Maps

The ultimate goal of any TR experiment is the determination of the kinetic
mechanism together with the atomic structures of the underlying intermediates
(see Subheading 1.). Chemical kinetics is the key to analyze the experimental
DED maps, to separate admixtures of intermediates present in these maps, and
to determine the structures of the intermediates.

The kinetic analysis starts with the search for the number of intermediates
and determination of relaxation times (see Subheading 1.) by examining the
series of time-dependent, experimental DED maps. How to find the number of
relaxation times from the series of DED maps represented by a large number of
grid points which can amount to 105 even in moderately sized DED maps?
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Tools are available from linear algebra, which perform just this task. These
tools are all related to a component analysis. One of the tools, the Singular
Value Decomposition (SVD), has been shown to work successfully with crys-
tallographic data (27–29). The SVD separates time and space variables: from a
series of time-dependent difference maps it determines only a few main com-
mon spatial components and their time variations, which constitute main com-
mon temporal components. The temporal components are then used to
determine the number of intermediate states and relaxation times.

Figure 7 shows schematically the main steps in the process of deriving the
time-independent maps of the intermediate states from the measured, time-
dependent DED maps. Before we assess the main features of each step, the
application of SVD to the crystallographic data is explained.

3.5.4. Singular Value Decomposition in Time-Resolved Crystallography

To perform an SVD analysis, a data matrix A is prepared where the differ-
ence maps from a time-series are entered one by one and in temporal order as

Fig. 7. The seven steps from the time-dependent DED maps to the structures of
intermediates and compatible kinetic mechanisms. 1) Noise reduction via SVD-flat-
tening of the DED maps. 2) Fit of the right singular vectors, the main temporal compo-
nents of the experimental maps derived by SVD, by exponential functions. 3) Fit of
candidate reaction mechanisms to the right singular vectors. 4) Construction of the
time-independent DED maps corresponding to intermediates from left singular vec-
tors (major spatial components derived by SVD). 5) Extrapolated, conventional elec-
tron density maps of the intermediates and modeling of intermediate structures. 6)
Calculation of time-dependent DED maps from structures of intermediates for chosen
candidate mechanisms. 7) Comparison of calculated and observed time-dependent
DED maps on the absolute scale, post-refinement and selection of candidate mecha-
nisms by a posterior analysis.
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column vectors of the matrix. How the grid points of the DED maps are
assigned to the elements of the column vectors of A is irrelevant. However, a
chosen order must be consistently used for all maps. If crystallographic
symmetry is present, only the asymmetric unit needs to be included. Even more,
a mask can be used to consider only the volume occupied by protein atoms.
Around M = 105 grid points per map have to be considered for a protein of
20 kD molecular mass. A further reduction in the number of considered grid
points is possible if those that do not contain significant difference electron
densities throughout the time-course are disregarded. For this purpose a grid
point is included only if DED is above or below a chosen σ level for at least
one time point (typically the ± 2 σ level). Thus, the number of useful grid
points can be reduced to around 2 · 104 for the mentioned small protein.

An M × N data matrix A composed of DED maps at N time points, each
consisting of M grid points, is decomposed into an M × N dimensional matrix
U, which contains the left singular vectors (lSV), an N × N square diagonal
matrix S, diagonal elements of which are the singular values (SV) and the trans-
pose of a N × N square matrix V:

A = USVT (3)

The rows of VT are the right singular vectors (rSV). The lSV are the main
spatial components of the experimental, time-dependent DED maps and are
DED maps themselves. Each rSV contains the temporal variation of the corre-
sponding lSV DED map, whereas the SV weights the contribution of the lSV
map to the experimental DED maps.

Although N singular vectors result from the SVD decomposition, not all of
them contain signal. To those that do, we refer to as significant. The number of
significant singular values and vectors is related to the number of intermedi-
ates in the reaction. Consider a reaction where molecules initially in the state
I0, when photo-excited, go through two sequential intermediate states, I1 and
I2, and back to the initial state, I1→I2→I0. In this hypothetical experiment, time-
dependent DED maps are collected at N = 10 time delays. In this case, only
two difference maps are present, I1–I0 and I2–I0, corresponding to two interme-
diates. All measured DED maps are a mixture of various ratios of these two
difference maps. After the SVD, there are only two significant lSV. The first
significant lSV1 represents the average DED map of the relaxation processes
and the rSV1 describes its temporal variation. Consequently, the lSV1 is a mix-
ture (a linear combination) of the I1–I0 and I2–I0 difference maps. The second
significant lSV2 is also a linear combination of the I1–I0 and I2–I0 maps. It has
a lower SV and contains the average deviation from the average difference
map lSV1. The second rSV2 describes its temporal variation. The lSV1 and
lSV2 maps occupy the first two columns in the U matrix while the rSV1 and
rSV2 occupy the first two rows of the matrix VT, since the singular vectors
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and values are ordered according to the magnitude of the singular values, i.e.,
according to their significance. The remaining eight vectors at positions 3 to 10
in the matrices U and V are insignificant and contain only noise.

It is straightforward to expand these considerations to more intermediate
states. In general, if the number of time-points is larger than the number of
intermediate states, the data matrix A can be approximated by a matrix A’
reconstructed from a small number S of significant singular vectors containing
signal. There is an inherent SNR improving capability in the SVD analysis as
reconstructing the data matrix from the significant singular vectors in effect
filters the noise out. When substantial noise is present, the signal will artifi-
cially spread to insignificant singular vectors. In this case, the procedure of
rotation can be used to recollect the signal (28,29,70). The SVD noise-filtering
is still effective.

3.5.5. Step 1: Noise Filtering (Singular Value Decomposition Flattening)

The experimental noise results in errors in magnitude and, more importantly,
sign of the difference SF amplitudes (negative sign instead of positive or vice
versa). This gives rise to DED features varying randomly in time (28,66). The
SVD can correct for these errors. However, it is crucial that the number of
significant singular vectors, containing signal, is determined correctly. All vec-
tors containing the signal have to be used to reconstruct the approximate data
matrix A’ . The methods for selecting the significant vectors (27–29) are based
on the magnitude of the singular value and on the autocorrelation of the rSV,
but, most importantly, on identifying the regions of the molecule where signal
is present by inspecting the DED maps represented by the lSV (Fig. 8).

From the DED maps reconstructed using only significant singular vectors
and values, new difference SF amplitudes and phases, ∆FSVD’ and φSVD’, are
obtained by an inverse Fourier transform. These difference SF are combined
with the SF for the dark (initial) state by a phase recombination scheme (27,28),
to result in improved values ∆FSVD and φSVD and, from these, to DED maps
∆ρ(t)SVD with improved SNR. It has been shown with the mock data (27) that
the initial dark phases used for the difference SF can be improved by this pro-
cedure by 10°–15°, depending on the noise. In other words, the initial dark
phases approached by 10°–15° to the true phases of the difference SF. In mock
and experimental difference maps the SNR is greatly enhanced (27–29) and
the maps are much better suited for a subsequent kinetic analysis. This new
procedure for noise suppression has been named SVD-flattening. Figure 9
shows an experimental DED map before and after the SVD-flattening is applied
to a time series of 15 experimental DED maps (drawing produced by Ribbons
[71]). It is clearly demonstrated that for the flattened maps (panel B), the signal
is enhanced and the noise reduced.
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3.5.6. Step 2: Relaxation Times

The next step in the SVD analysis is to subject the SVD-flattened maps,
∆ρ (t)SVD, to the SVD procedure again. The resulting significant rSV are exam-
ined as they contain the temporal variations of significant lSV, the main spatial
components. The rSV time-traces are linear combinations of the true time-
dependent concentrations of intermediates. Hence, the rate coefficients λi and
the corresponding relaxation times τi remain unchanged and can be determined
from the rSV. All rSV are fit globally with a sum of exponential terms featur-
ing common relaxation times τi (step 2 in Fig. 7). Figure 10 shows the first
four rSV from an analysis of real experimental data. Three relaxation times are
identified at 170 µs, 620 µs, and 8.5 ms (marked by vertical lines).

Fig. 8. (A) Significant left singular vector (B) Insignificant left singular vector.
(Both from mock data.)

Fig. 9. DED map at 250 µs from a set of 15 experimental DED maps (28) (A)
original DED map (B) SVD-flattened DED map, contour levels: red/white: –3 σ/–4 σ,
blue/cyan: 3 σ /4 σ.
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3.5.7. Steps 3 and 4: Time-Independent Difference Electron Density Maps

This part of the SVD analysis is more complex, because here the DED maps
corresponding to intermediates must be synthesized from the significant lSV.
Although lSV are DED maps, they are only linear combinations of the DED of
the intermediates. In order to determine the contribution of each significant
lSV to the DED map for each intermediate, time-dependent concentrations of
intermediates are needed. This requires the assumption of a mechanism. The
mechanism must be compatible with the relaxation times observed in the rSV,
i.e., it must generate both the correct number and the correct values of the
relaxation times (step 3 in Fig. 7). Because the number of relaxation times is
related to the number of states, a general mechanism can be set up that contains
all states and all possible rate coefficients between them (as in Fig. 1, panel G).
For chosen plausible simple candidate mechanisms based on this general
mechanism, the time-dependent concentrations of intermediates, Ij, are derived
by solving a system of coupled differential equations for each mechanism
(Fig. 2). The significant rSV are then fit again globally, this time by the sum of
concentrations, Ij, with the scale factors Enj as amplitudes for the n-th rSV and
the j-th concentration term (see Note 1, Eq. 4). Concentrations are expressed
in terms of rate coefficients (Fig. 2). Both the numerical values of the rate

Fig. 10. rSV from a SVD analysis of experimental data (28). Vertical lines mark
the identified relaxation times. Data points: � first rSV, � second rSV, � third rSV,
* forth rSV. Fitted exponentials are shown for rSV1 to rSV4 by solid, dashed, dashed
dotted, and dashed double dotted lines, respectively. Some signal has spread into the
fourth rSV owing to noise (27).
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coefficients and the scale factors Enj are varied to reproduce (fit) the magnitude
of all relaxation times in rSV (see Note 1, Eq. 4).

The resulting scale factors Enj determine the contribution of the n-th lSV to
the DED map of the j-th intermediate. The intermediate DED maps can now be
synthesized (see Note 1, Eq. 5, and step 4 in Fig. 7). The mixture of interme-
diates in the experimental time-dependent DED maps has therefore been sepa-
rated into the time-independent DED maps of intermediates. An example is
shown in Fig. 11, panel A (28). Most of the red, negative DED features are
located on dark state atoms (green) whereas the blue, positive DED features
can be interpreted by an atomic model of a single intermediate.

3.5.8. Step 5: Structures of the Intermediates
DED maps are difficult to interpret. Density is often disconnected, positive

and negative densities are not always paired, and positive and negative densi-
ties can overlap as molecular rearrangements occur, leaving no density at the
overlap locations. The interpretation difficulties can be overcome using con-
ventional electron density maps calculated from the so-called extrapolated
structure factors. These SF are obtained by a vector summation of the calcu-
lated SF of the dark state and the difference SF resulting from the Fourier
transform of the time-independent DED map of an intermediate determined in
step 4 (see Note 2, Eq. 6). The amplitude of the difference SF is extended to
correspond to 100% photo-initiation. As a result, each of these conventional
electron density maps represents one pure intermediate only (no contribution
from the dark state). The structures of intermediates can therefore be modeled
and refined using these maps.

However, at this stage of the analysis, several candidate mechanisms can
still extract similar, interpretable DED and conventional maps for intermedi-
ates, and cannot be distinguished. This is a general difficulty that arises when
rSV are analyzed with a kinetic model. In the next paragraph a possible
approach, named posterior analysis, is proposed to partially solve this problem.

3.5.9. Steps 6 and 7: Chemical Kinetic Mechanism:
Calculated Time-Dependent DED Maps and Posterior Analysis

To compare different candidate mechanisms, one has to consider values for
both relaxation rates λi and amplitudes Pji in the expressions for concentrations
of the intermediates Ij (Fig. 2) when fitting the rSV. Even when relaxation
rates are very similar for different mechanisms, the amplitudes Pji will be dif-
ferent, and it should be possible to use them to distinguish between these
mechanisms. However, the rSV are not on the absolute and common scale, but
rather on an arbitrary and unknown scale. As mentioned earlier, the scale fac-
tors Enj are needed to bring the concentrations Ij (which are on the absolute
scale) to the scale of the rSV. Therefore, the amplitudes Pji  cannot be used to
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distinguish between the candidate mechanisms. However, once additional,
chemical information such as the structural and stoichiometric constraints en-
ter the analysis, a further discrimination becomes possible.

Stoichiometric constraints are automatically included when the observed
SVD-flattened DED maps, ∆ρ(t)SVD, are presented on the absolute scale: DED
is expressed in the absolute units of e/Å3 and fractional contributions of atoms
(occupancies) can be determined. The ∆ρ(t)SVD can be used to distinguish
between mechanisms and, even more importantly, to estimate the extent of
reaction initiation. Given the models of the ground state and the intermediates,
and a candidate kinetic mechanism, time and mechanism (k) dependent DED
maps, ∆ρ(t,k)calc, are calculated (step 6 in Fig. 7 and Note 3, and Eq. 7). Ini-
tially, the extent of the reaction initiation is set to 1.0 and reasonable initial
conditions are assumed, which determines the coefficients Pji. The ∆ρ(t,k)calc

are compared (fit) at all time-points to the ∆ρ(t)SVD. The difference is initially
large for all time-points as the reaction initiation has to be adjusted to the
observed level. In subsequent steps the rate coefficients for the candidate
mechanism are refined (see Note 3, Eq. 8).

After the fit has converged, the residual maps ∆∆ρ(t) =  ∆ρ(t)SVD–
∆ρ(t,k)calc are inspected. If they are free of density for all time-points, the
mechanism is considered compatible. It has generated concentrations that
reproduced the observed difference electron density. However, if there is pro-
nounced residual density ∆∆ρ(t) at some or all of the time-points the mecha-
nism is considered inconsistent and should be disregarded. A new candidate
is then tested (Fig. 7, Step 7). Usually, from a set of simple mechanisms in
the general mechanism scheme for the given number of intermediates, only a
few mechanisms prove to be incompatible and the remaining ones consti-
tutes a set of possible kinetic mechanisms. The degeneracy of the problem is
therefore diminished, but not removed.

3.6. Applications of Time-Resolved Crystallography

Several review articles have summarized the progress in studies of structural
intermediates by TRX and by trapping methods on a number of proteins (1–
3,15,25,72,73). For some proteins, a detailed characterization of intermediates
on the reaction pathway has been obtained using either one or both approaches.
Examples include: isocitrate dehydrogenase (42), hammerhead ribozyme (39),
bacteriorhodopsin (8), cytochrome P450cam (74), horseradish peroxidase (75),
myoglobin (13,16–18,76–80), and photoactive yellow protein (20–22,81). A
comprehensive table of TR Laue diffraction experiments from 1986 to 1998,
with a time resolution from 10 ns to several seconds, is given in ref. 15. We will
summarize here the results for two proteins that have been studied with the best
time resolution to date: myoglobin and photoactive yellow protein.
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3.6.1. Myoglobin

This small, oxygen-binding heme protein (18 kD) has been extensively
studied by numerous experimental techniques for many decades. It is the first
protein for which a three-dimensional structure was determined by X-ray
diffraction (82). As the structure revealed no open pathway for the ligand access
to the heme, the importance of protein dynamics for the process of ligand bind-
ing became evident. Since then, numerous studies of myoglobin established it
as a model system to understand the complex nature of protein dynamics and
protein–ligand interactions. The cabonmonoxy complex of myoglobin
(MbCO), as very stable and easily photolyzed, is particularly well-suited for
TRX studies. The goals of these studies are to elucidate the structural basis of
the photolysis-induced protein relaxation processes (10,11) and the nature of
the proteinquake (83), as well as to determine the pathway of the photodissoci-
ated ligand through the protein matrix.

The ns and sub-ns TR room temperature studies of myoglobin (13,16–18)
demonstrate the capability of the technique. Myoglobin is a challenging case
for TRX studies because structural changes following ligand photodissocia-
tion are expected to be small (0.2–0.4Å), based on high-resolution, static struc-
tures of MbCO and deoxy forms of myoglobin (84). Nevertheless, such small
changes have been detected and the photodissociated CO molecule (CO*) has
been identified on its migration pathway through the protein, even at relatively
low occupancy levels of 10 to 20%.

In the first ns TR experiment (18) data sets to 1.8 Å resolution were col-
lected at six time delays, ranging from 4 ns to 1.9 ms. The DED map (MbCO
photoproduct–MbCO) at 4 ns shows a clear loss of the CO ligand caused by the
photolysis. A CO* docking site is identified in the distal heme pocket, in the
region where CO* has been observed in the low temperature photolysis studies
(76–78). The docking site is absent in the 1 µs map indicating that the ligand
has moved out of the distal pocket. The heme iron is displaced out of the heme
plane whereas the distal histidine His64 moved inward, towards the location of
the bound ligand. Small DED features observed along the E and F helices that
surround the heme indicate that a more global structural relaxation also
occurred, at least partially, by 4 ns.

The subsequent, more comprehensive study (16) that included 14 time
delays, ranging from 1 ns to 1.9 ms, confirmed the initial findings and revealed
more details about the ligand migration pathway, changes at the heme and pro-
tein relaxation. The ligand photodissociation was estimated to 40%. The iron
motion, heme buckling and rotation, His64 swing, and initial displacement of
the F and E helices have already occurred by 1 ns (see Fig. 12). Half of the
photodissociated CO* molecules is detected at the distal docking site at 1 ns.
The half-life of this site was estimated to approx 80 ns. A second CO* docking
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site was also detected, located on the proximal side of the heme. This is the
so-called Xe1 site, one of four hydrophobic cavities where Xe is observed
under pressure. The peak occupancy of this site of 20% is reached at about 100
ns and its half-life is estimated to about 10 µs.

Fig. 12. DED map of the heme region at 1 ns following ligand photodissociation
(16). The map is contoured at ± 3.5 σ and ± 7 σ. The red features represent negative
electron density (loss of electrons) and the blue features positive density (gain of elec-
trons). The arrows indicate observed structural changes: motion of the CO ligand to a
docking site CO* in the distal pocket, downward motion of the iron, proximal histi-
dine His93 and the F-helix, and swing of the distal histidine His64. The MbCO model
is shown in red, deoxy Mb model in blue.

Fig.  11. (A) Time-independent difference map of an intermediate extracted from
15 time-points collected on the PYP (28). Features 1,3,5,7: negative DED for the pCA
chromophore and Arg52; features 2,4,6: corresponding positive DED features. Dark-
state structure of the pCA chromophore shown in green. (B) Extrapolated, conven-
tional electron density map (gray) covering the pCA chromophore and Arg52 (blue
structures). Arrows in (A) and (B) extrapolated electron density is present at the posi-
tion of no or little DED in (A).
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The most recent ns and sub-ns MbCO TR experiments were conducted on
two mutants. The ns experiment involved a triple mutant (Leu29(B10)Tyr,
His64(E7)Gln, Thr67(E10)Arg), denoted YQR, and followed structural
changes between 3 ns and 3 ms after the CO photodissociation (17). The loss
of bound CO, tilt of the heme, swinging motion of Tyr-29(B10), and migration
of CO* to the more remote docking site Xe4, located on the distal side of the
heme, were all detected by 3 ns. By 316 ns, CO* has reached the proximal Xe1
site, similar as in wild-type myoglobin (18). Structural changes in the distal
E-helix and CD-turn regions are found in this case to lag significantly (100–
300 ns) behind local changes in the heme region. These results establish a
structural basis for the extended time-course of the protein conformational
relaxation observed by TR spectroscopy (10,11).

The first sub-ns TR experiment was conducted recently at the ID09 beam-
line, ESRF (13). The L29F mutant of MbCO was chosen because TR IR spec-
troscopy revealed a short-lived intermediate, with a lifetime of 140 ps. The
observed structural changes at 100 ps involve large displacements of the side
chains Phe29 and His64 to accommodate CO* at the primary, distal docking
site, as well as more subtle correlated rearrangements throughout
the entire protein. By 1 ns, CO* has migrated to the more distant Xe4 distal
site and by 32 ns it moved to the proximal Xe1 site where it persists for micro-
seconds.

3.6.2. Photoactive Yellow Protein

The photoactive yellow protein (PYP), a blue light photoreceptor with a
bright yellow color and a molecular weight of 14.8 kD, was first identified by
Meyer (85) in the halophilic bacterium Ectothiorodospira halophila (now
called Halorhodospira halophila). It is a paradigm for light triggered reactions
in living organisms and is most likely involved in the phototactic behavior of
this bacterium (86). Upon illumination with blue light PYP enters a photocycle.
The central chromophore, para-coumaric acid (pCA), changes its configura-
tion from trans to cis. The consequent conformational change of the chro-
mophore causes the protein to relax through numerous intermediates, with
lifetimes ranging from sub-ps to 100 ms, to the dark state (5). The photocycle
has been extensively studied by spectroscopy (see, e.g., ref. 87 for a review)
and conventional crystallography using trapping methods (81).

The first TR experiment on PYP followed the relaxation from a photosta-
tionary state, produced by a 100 ms exposure to laser light (21). One Laue data
set was collected with a 10 ms X-ray exposure time, 2 ms after the laser was
switched off. The major observed structural change involves a swing of the
pCA chromophore head towards the surface of the protein and correlated dis-
placement of the adjacent residue Arg52 into the solvent.



Time-Resolved Crystallography 145

The first ns TR crystallographic experiment on PYP by Perman et al. (22)
revealed the structure of an intermediate populated at about 1 ns. The pattern
of positive and negative DED features showed the trans to cis isomerization of
the pCA chromophore already at 1ns, in accordance with results from TR spec-
troscopy (7). However, refined atomic structures of the early intermediate and
those populated in the ns to µs time region are still missing.

Closely-spaced data sets in the time region from early µs to ms, following
phototriggering by ns laser pulses, were collected recently at the APS beamline
14-ID (28). At the beginning of the analyzed time range, roughly 15% of the
molecules were photo-activated. As demonstrated by mock data (27), this is
sufficient for a successful analysis. The structures of two late intermediates in
the photocycle were determined using the SVD-driven analysis described in
Subheadings 3.5.3–3.5.9. The structures of the two late intermediates are simi-
lar to each other. They are also similar but not identical to the structure derived
from the relaxation of the photostationary state mentioned previously. Detailed
differences include the conformation of Tyr42, which has a different orienta-
tion in earlier time-points, and Arg52, which shows a double conformation in
the pulsed experiment rather than a single conformation evident in the photo-
stationary state. This study shows that an SVD-based analysis can be applied
to real data and intermediates can be separated from an admixture. The
photocycle of PYP is likely to be characterized completely in the near future
on the time-scale from 100 ps to 1 s.

3.7. Conclusions and Future Outlook

With the demonstrated ability to detect small structural changes even at rela-
tively low levels of reaction initiation (15 to 40%), TR crystallography has
completed the phase of feasibility studies. Further improvements of the X-ray
sources and optics at the third-generation synchrotrons and continuing
advances in the development of methods for data analysis, such as the SVD-
based analysis, provide us with the opportunity to expand the application of
this technique beyond the first test cases, like myoglobin and PYP.

The major challenge in applying the technique to new systems of wider bio-
logical interest is to find a suitable and efficient method for the reaction initia-
tion. Whereas the use of pulsed lasers is straightforward for a broad family of
proteins containing a chromophore, like heme proteins and photoreceptors,
other systems, like enzymes, require more system-specific efforts to determine
a suitable caging method. Even irreversible processes can be considered, as
improvements in the X-ray flux at the existing third-generation sources and the
proposed next-generation, substantially more intense X-ray sources, such as
the X-ray free-electron laser (XFEL) (88,89), will minimize the need for signal
averaging and therefore the number of crystals required. The increased X-ray
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flux will also allow the use of smaller crystals, down to µm and possibly sub-
µm size. This will help to lower the diffusion barrier and enable diffusion trig-
gering for reactions faster than presently possible given the crystal sizes used
today.

Other important frontiers for the ultra-fast TRX involve further improve-
ments in time resolution, the read-out time of the X-ray area detectors, meth-
ods for the determination of structures of intermediates and reaction
mechanism, and in combining the TR technique with computational
approaches. A considerable effort is given to the development of ultra-fast hard
X-ray sources, such as the hard X-ray FEL mentioned earlier. In this device,
extremely bright, fully coherent X-ray pulses of ~100 fs duration are to be
generated, with peak brilliance many orders of magnitude higher than pres-
ently available at the third generation synchrotrons. This will provide an
opportunity to explore important biological processes that involve events that
occur on the fs time scale, such as photosynthesis. The development of large
area pixel-array detectors with readout times in the sub-µs time scale (90) will
greatly reduce the need for repeated pump-probe cycles. It will permit follow-
ing a reaction in real-time by synchronizing a single reaction initiation with
multiple cycles of X-ray exposure and detector readout.

The application of the SVD method to extract structures of time-indepen-
dent intermediates from measured time-dependent data and the development of
the posterior  analysis for identification of possible reaction mechanism, clearly
represent significant advances in the analysis of TR data. Further improvements
of these methods as well as exploring new avenues in the TR data analysis (91)
are the major goals in TRX. As discussed in the Subheading 1., the ultimate
goal of TRX is to provide structures of intermediate states that correspond to
the energy minima on the potential energy surface of the system. However, to
describe a reaction pathway completely, the characteristics of unstable transi-
tion states between the intermediates have to be known, as well as these states
actually determine the reaction rates. Combining the experimental results from
TRX with computational and theoretical approaches will greatly facilitate
achievement of this goal. The high-resolution structures of intermediates from
TRX provide solid constraints for methods such as free-energy perturbation
simulations (92) and nudged elastic band calculations (93) in an effort to com-
pletely characterize the reaction pathways.

4. Notes

1. Time-independent DED maps of intermediates are determined in the following
way. Preliminary concentrations of each intermediate Ij are calculated from a
candidate mechanism by solving the system of coupled differential equations.
They are then used to fit the significant rSV globally. In this nonlinear fitting
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process the k are varied to match the magnitude of the observed vector elements
v(t)n

obs:

s s I k tn n
J

j
2 2

=1
( ) ( ) =v t v t En

obs
n
fit

njj
≈ ⋅ ⋅∑ ( , ) (4)

The fit is weighted by the square of the corresponding singular value sn
2. The Enj

are linear fit parameters that have to be computed for each intermediate j and
each singular vector n. The Enj bring the concentrations to the (unknown) scale of
the rSV.
Once the scale factors Enj are determined, the time-independent DED for the jth

intermediate ∆ρIj is computed using the significant singular values sn, significant
left singular vectors un and the scale factors Enj :

∆ρIj n
j 1

s

=
=

u∑ ⋅ ⋅s En n j, (5)

2. Extrapolated, conventional electron density maps for intermediates are deter-
mined in the following way.
The extracted time-independent DED map ∆ρIj is Fourier transformed and differ-
ence SF ∆Fj are obtained. A multiple f of the difference SF vector is added to the
calculated SF vector of the dark state FD

calc :

F F Fj
ext

D
calc

jf= + ∆ (6)

The extrapolated map for the jth intermediate is then calculated from the extrapo-
lated structure factors Fj

ext. The factor f is adjusted, so that the negative density
features initially observed on prominent atoms of the dark structure in the
extrapolated map just vanish. The atomic model can be built into this extrapo-
lated map and refined by conventional methods against the | Fj

ext | . The residual
Fj

ext – Fj
calc

 difference map (the Fj
calc are SF determined from the refined model

of the intermediate j), indicates if some electron density features are still not
interpreted. This may be the case, if a wrong mechanism is used or if states,
which are populated at earlier times where no data are available, are mixed in.

3. Posterior analysis is performed in the following way. SF FIj are calculated from
the structures of the initial dark state and intermediates. Difference SF ∆FIj are
determined by subtracting the dark state structure factors FD from those of the
intermediates (∆FIj = FIj – FD). The ∆FIj are used to calculate time independent
difference maps, ∆ρIj

calc , for each intermediate. Time-dependent DED maps are
then calculated on the absolute scale using the rate k dependent concentrations Ij

of the intermediates from Note 1:

∆ ∆ρ ρ( , ) ( , )k t I k tcalc
j

J

Ij
calc=

=j 1
∑ ⋅ (7)

The ∆ρ(k,t)calc must be represented on the same three-dimensional grid as the
observed, SVD-flattened DED maps ∆ρ(t)SVD. Hence, the observed DED values
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∆ρm(t)SVD can be compared to the calculated ∆ρm(k,t)calc at every grid point m.
Equation 8 is used as a kernel of a fit routine to refine the rate coefficients k for
the mechanism. The inner loop sums over all M grid points in a particular map,
whereas the outer loop sums over all T available maps.

( )
( ) ( , )

1

11 ∆
∆ ∆

ρ
ρ ρ

t
t C k t

SVD
m

M

t

T

m
SVD

RI m
==

–∑∑ ⋅ ccalc( )2

(8)

CRI is a linear fit parameter, which scales the calculated DED maps to the
observed DED maps. CRI is equivalent to the concentration of activated mol-
ecules in the reaction and therefore represents the extent of reaction initiation.
The fit is weighted by the average of the observed absolute difference electron
density <|∆ρ(t)SVD|>. This ensures that all DED maps, with weak or strong signal,
are considered on an equal footing. To reduce the effect of noise on the fit, only
the grid points below or above some σ value should be used. A cutoff of ± 2σ  is
a reasonable choice.
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