BIVARIATE ANALYSIS

(     While we previously looked at the levels of variables, we now look at 

       showing formally whether relationships between variables in the data are     

       reflections of reality in the population

(     Correlation does not imply causation, but correlational analysis is the first step 

       toward causal analysis (which will be dealt with through regression)

Correlationl analysis

(     Two continuous variables measured on an interval scale or ratio scale can be           

       tested to see if they are related

(    The Pearson coefficient is the statistical measure of the extent to which  

      variables move in unison or opposition

· the symbol is r and frequently just called the correlation coefficient

                 
 -1 ≤ r ≤ 1

                
 Extremes:
                 
 r = 0 (no discernable relationship)


 r = 1 (perfect linear, one-to-one positive relationship)


 r = -1 (perfect linear, one-to-one negative relationship)

(     Formula for correlation between variable X and Y:


r = 
[image: image1.wmf]2

2

)

(

)

(

)

)(

(

å

å

å

-

-

-

-

y

y

x

x

y

y

x

x

i

i

i

i

 

Example:  Correlation between seniority and earnings 

	X
	Y
	x- xbar
	y - ybar
	(x-xbar)(y-ybar)
	(x-xbar)^2
	(y-ybar)^2

	15
	1200
	5.57
	-71.43
	-397.865
	31.0249
	5102.245

	4
	800
	-5.43
	-471.43
	2559.865
	29.4849
	222246.2

	6
	900
	-3.43
	-371.43
	1274.005
	11.7649
	137960.2

	9
	1500
	-0.43
	228.57
	-98.2851
	0.1849
	52244.24

	2
	1200
	-7.43
	-71.43
	530.7249
	55.2049
	5102.245

	22
	2000
	12.57
	728.57
	9158.125
	158.0049
	530814.2

	8
	1300
	-1.43
	28.57
	-40.8551
	2.0449
	816.2449

	
	
	
	
	
	
	

	mean =9.428571
	1271.429
	
	
	SUM =12985.71
	287.7143
	954285.7

	sd = 6.924766
	398.8077
	
	
	
	
	

	
	
	
	
	
	
	

	r = 0.78
	
	
	
	
	
	



r = 
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Test statistic:



tstat = 
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      = 
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 = 2.79

Statistical significance compares t-stat to its critical value from table:

degrees of freedom = 5

( = .05 (one-tail)

(
t = 2.015 {reject null}

Scatterplot
-     After establishing a correlation, we can go a bit further in our analysis by 

      fitting a regression line

-     For illustrative purposes, we can graph two variables that we think are 

      related

· visualize relationship

· determine if the relationship is linear or not

· identify outliers

           (     Typically, can tell the direction and approximate magnitude of 

                  correlation given a scatterplot; some examples:
                  Some relationships are not linear

                  Some linear relationships are driven by outliers

Meaning of Simple Regression

-     In its simplest form, regression is a tool that derives a line that fits the data

-     A simple regression differs from correlation in that it requires that we define a 

      dependent variable and an independent variable

-    Mathematically:

      
Y = ( + (X

      

(: intercept of the line

     

(: slope of the line

Arriving at the regression line computationally via example

	Observation
	Y (sales/day)


	X (days training)

	1
	1813
	11.8

	2
	2558
	15.7

	3
	2628
	14

	4
	3217
	22.9

	5
	3228
	20.0

	6
	3629
	20.10

	7
	3886
	17.90

	8
	4897
	23.40
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-     Method of ordinary least squares (OLS)  is needed to allow us to pick the best  

      line; it limits

       (     intuitively, this picks the line that limits the distance from all of the data             

              points

   (     For each observation, a line drawn through the data will predict a Y, 

              which we call 
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   (     The vertical distance between 
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 and Yi is called the residual, which is 

              labeled ui  , which is ui = Yi - 
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               The residual can be depicted on a graph

        (     OLS will minimize these vertical distances by minimizing the sum of  

               squared residuals (SSR)

               
 SSR = 
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                Therefore, the best fitting line will have the lowest SSR

The best fitting line will be characterized by slope 
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 and an intercept 
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; the formula for these is
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· regression will take pairs of data points on X and Y from a sample of   

employees and express linear relationship

     
 Y = -645.67 + 216.44X

      
        ( = -645.67 

( = 216.44
       (     Drawing the regression line follows these steps:

(i) Note the intercept

(ii) Insert 2 X’s into the equation and solve for corresponding Y’s

(iii) Connect the three points

Basic information from a regression
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Interpretation of 
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(1)     
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measures the impact of a change in X on Y
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(2)     
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is a prediction of Y given X; this is just a prediction of the true Y

Goodness of fit of our regression line 

· our estimates of the intercept and the slope represent the best fit 

among all possible lines; 


- 
But how good of a fit is it? The coefficient of determination

R2 = 
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          -     R2 is bounded by zero and one; an R2 closer to one is a better fit; 

                closer to zero is a poor fit
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		Obs		X		Y		XY		Y^2		X^2		(Y-Ybar)^2		(X-Xbar)^2
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