WEEK 13 – Last Lecture!
Errors in inference

· Choosing levels of significance for tests requires a tradeoff between type I and type II error

Type I error: 
rejecting the null hypothesis when it is true 

Type II error:
accepting the null hypothesis when it is false

· Many statistical packages will allow one to find the exact level of significance implied by a test (p-value)

	Y: Earnings
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	35.49036
	279.3449
	0.127049
	0.899433

	Tenure
	17.34834
	16.73888
	1.03641
	0.305204

	Experience
	25.91191
	9.898881
	2.617661
	0.011808


PRESENTING THE RESULTS 

Table of means
•
A simple presentation of the overall means (and proportions for dummy variables) in the sample, along with their standard deviation or standard error

•
Relevant information, including sample size, are included in the notes


Example: You have some basic survey data on a sample of workers and want toe understand which employees are unhappy with their health plan.


Table 1: Descriptive statistics, overall sample

	
	Mean or proportion
	Standard deviation

	Age
	42.60
	13.08

	Tenure
	9.12
	7.68

	Female
	0.52
	0.49

	Dependents
	1.92
	1.47

	High school education
	0.61
	0.28

	College education
	0.34
	0.39

	Satisfied with health plan
	0.42
	0.47


Note: Reported are means for continuous variables and proportions for dummy variables.  The sample size is 200.

•
If you are looking at a key outcome variable, perhaps consider breaking the means into columns of subgroups

· you may want to omit standard deviation

· you may also want to add the sample sizes

· you may want to add results from a t-test (typically two tailed); either the t-statistic or p-value

Back to the example:

Table 2: Descriptive statistics, by satisfaction with health plan

	
	Satisfied
	Not Satisfied
	T (or Z) –statistic of difference

	Age
	37.15
	46.92
	5.97

	Tenure
	9.22
	8.99
	0.52

	Female
	0.37
	0.63
	2.05

	Dependents
	0.98
	2.23
	7.22

	High school graduate
	0.60
	0.62
	0.08

	College graduate
	0.33
	0.34
	0.91

	Sample size
	84
	116
	


Note: Reported are means for continuous variables and proportions for dummy variables.  A t-test with the null hypothesis of equality of means across the columns was conducted for the continuous variables, with the t-statistic reported in the final column.  A z-test was conducted for the dummy variables.


Alternatively, just indicate significant difference with star

	
	Satisfied
	Not Satisfied
	Difference significant at the .05 level

	Age
	37.15
	46.92
	*

	Tenure
	9.22
	8.99
	

	Female
	0.37
	0.63
	*

	Dependents
	0.98
	2.23
	*

	High school graduate
	0.60
	0.62
	

	College graduate
	0.33
	0.34
	

	Sample size
	84
	116
	


Regression results

•
Regression results are best presented by starting with simple regression results and then moving to multiple regression results.

Example: A researcher may be interested in whether it is people with dependents who are not satisfied with their health plan

· She may wish to start with a simple regression of the effect of  

dependents on plan satisfaction and move to a regression that  adds controls (or additional independent variables).

•
Regression results are normally reported as the coefficient estimate, with standard errors (or t-stats) in parentheses underneath; R-squared is also typically included 

Table 3: The determinants of health plan satisfaction

	
	(1)
	(2)
	(3)

	Dependents
	-0.2261

(0.0712)
	-0.1985

(0.0710)
	-0.1474*

(0.0722)

	Female


	
	-0.2133

(0.1878)
	-0.1862

(0.1995)

	Age


	
	-0.0185

(0.0121)
	-0.0292*

(0.0133)

	Tenure


	
	
	0.0191

(0.0141)

	High school graduate

 
	
	
	-0.0011

(0.1233)

	College graduate


	
	
	-0.0899

(0.0987)

	R-squared
	0.18
	0.29
	0.41



Note:  Coefficient estimates from an ordinary least squares regression are reported, with standard errors in parentheses.  Coefficient estimates significant at the .05 level are denoted with an asterisk. 

OUTLINE OF STATS PORTION OF THE COURSE

I.
Construct confidence intervals for sample means and proportions.

II.
Conduct hypothesis tests about population parameters based on sample statistics:


A.
Variables measured on a ratio scale 

(i)
One tail and two tail tests comparing population mean to some specified value
(ii)
One tail and two tail tests comparing population means from two population subgroups  

B.
Nominal variables measured dichotomously 

(i)
One tail and two tail tests comparing population proportion to some specified value
(ii) One tail and two tail tests comparing population means from two population subgroups  

C. Nominal variables that are measured categorically – Are categories different across population subgroups (measured in categories)?

D.
Nominal variables that are measure categorically, where values on a ratio/interval scale variable may differ across categories

III.
Bivariate analysis

· correlation coefficient

· scatterplots

· simple regression
IV.
Regression analysis

A.
Obtain predictions from a regression (Y-hat)

B.
Construct confidence intervals for estimates of regression coefficients (β’s).

C.
Interpret regression results for both simple and multiple regressions with continuous and dummy variables

NOTE:  NEXT CLASS WE REVIEW THE SAMPLE PROBLEMS POSTED YESTERDAY
