Dummy variables in a regression
First as independent variables:

	Obs
	sales
	Training
	H
	Female

	1
	1813
	11.8
	15
	0

	2
	2558
	15.7
	15
	1

	3
	2628
	14
	30
	0

	4
	3217
	22.9
	25
	1

	5
	3228
	20
	22
	1

	6
	3629
	20.1
	40
	0

	7
	3886
	17.9
	30
	1

	8
	4897
	23.4
	40
	0

	9
	4933
	24.6
	35
	1

	10
	5199
	25.7
	45
	0









( male is the reference group

(
The following regression can be calculated in excel:


sales = -622.406 + 100.47(training) + 69.02(hours) + 402.19(female)




         [60.12]                   [29.59]             [416.70]


Interpretation of female coefficient is that a female is likely to generate $402.19 extra in sales, holding training and hours constant



ttraining = 100.47/60.12 = 1.67


thours = 69.02/29.59 = 2.33


tfemale = 402.19/416.70 = 0.97


-
since the critical value for ( = .05 and 6 degrees of freedom is 

t = 2.447, none of the variables are statistically significant 

(
For small data sets, cannot add too many control variables because we loose degrees of freedom

Using dummy variables as dependent variables
(
We have assumed that our dependent variable is a measured continuously

(
We can also have a dependent variable that is measured as a dummy variable (called a linear probability model)


Eg:

Yi = α + βX1i + ei
Y : satisfied with job (1 if yes, 0 if no)



X1: hourly earnings
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ˆ

 : 
measures the proportion increase in the likelihood of satisfaction for a one dollar increase in hourly earnings 


[image: image2.wmf]b

ˆ

 = 0.025 ( If earnings increase by $, the probability of satisfaction 

grows by 0.025 or 2.5 percentage points

(
We can also consider multiple independent variables and these multiple variables can be measured as dummy variables 

Yi = α + β1X1i + β2X2i + ei



X2: second shift
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ˆ

2 : 
measures how much more (or less) likely second shift workers are satisfied compared with first shift workers, holding hourly  earnings constant 
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ˆ

2 = -0.346 ( Second shift workers are 34.6 percentage points less likely to be satisfied than first shift workers, holding earnings constant

(
Linear probability models can generate predictions of the likelihood of the dependent variable being one given the independent variables


Problem: not bound to be between zero and one, however

(
Hypothesis testing requires the construction of t-statistics in exactly the same fashion as with continuous dependent variables

Odds and ends

Predictions

· From a traditional OLS

Dependent variable: hourly earnings

Independent variables:  Years at company (ten), weeks of training (train), college degree (CD)

Earnings = 4.50 + 0.75(ten) + 1.03(train) + 6.45(CD)

                       
        [0.31]         [5.8]              [2.15]

Person 1:  A person with two years of tenure, three weeks of training and no college degree


Person 1a: Same person with a college degree 

Person 2:  A person with two years of tenure, three weeks of training and no college degree


Person 1a: Same person with a college degree 

· From a linear probability model
Dependent variable: has poor work life balance

Independent variables:  earnings, has children, accommodating supervisor

Worklifepoor = 0.150 + 0.010(earnings) + 0.510(children) - 0.370AS

                       
                  [0.008]                   [0.099]                [0.150]

Person 1:  A person making $25 an hour with children, but with an accommodating supervisor


Person 1a: Same person without an accommodating supervisor 

Person 2:  A person making $40 an hour with no children but has an accommodating supervisor


Person 1a: Same person with children
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