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“Pedestrian exposure” is defined asthe exposurerisk of pedestriansto
collisionswith motor vehicles. It isoneof theimportant factorsinfluenc-
ing pedestrian crashes. Because pedestrian exposureor even pedestrian
volume counts are not readily available, population density is usually
used asasubstitutein pedestrian crash prediction models. Unfortunately,
population density is not a good replacement for pedestrian exposure
becauseit does not account for the amount of walking people do. This
study investigatestherelationship between the weekly pedestrian expo-
surein rural areasof Connecticut and factor ssuch aspopulation density,
presence of sidewalks, number of lanes, area type, traffic control type,
and median household income. General linear modeling and Tukey and
Duncan multiple comparison of means methods ar e used to identify the
significant factors. Only the number of lanes, area type, and sidewalk
system significantly explain thevariation in theresulting pedestrian expo-
sureprediction model. This study suggests extraimprovement in pedes-
trian facilities for the areas with high pedestrian exposure. Ongoing
resear ch will take advantage of the model to estimate pedestrian crash
modelsin rural areasof New England.

Pedestrians are extremely vulnerable in crashes with motor vehicles,
and for this reason, although pedestrian crashes make up only 2 per-
cent of highway injuries, they constituted 13 percent of highway fatal-
itiesin 1997 in the United States (1). In Connecticut, for example,
pedestrian fatalities represented 13.7 percent of all traffic fatalitiesin
1998. Despite tremendous progress made in transportation safety,
especialy research on pedestrian travel patterns and improvement of
pedestrian facilities in the past three decades, more than 5,220 pedes-
trianswerekilled and 69,000 pedestrianswereinjured in 1997 (1). On
average, a pedestrian was killed in atraffic crash every 97 min, and a
pedestrian wasinjured in atraffic crash every 6 minin 1996 (2).

Since 1986, however, pedestrian fatalitieshave actually decreased.
In 1996, 5,412 pedestrianswerekilled in traffic crashesin the United
States—a decrease of 20 percent from the 6,779 pedestrians killed
in 1986 (2). This decrease appears more pronounced when the num-
ber of crashes per person in the population is considered; population
increased from 237,626,036 in 1986 to 265,283,783 in 1996 (3).
However, doesthat mean it was safer to walk in 1996 than in 1986?
Actualy, the decline may be due to the attendant reduction in walk-
ing asatravel moderather than animprovement in pedestrian safety,
because people tend to drive rather than walk with increasing motor-
ization. If we want to learn what factors improve or worsen pedes-
trian safety, ismore accurate to assess pedestrian safety by how many
people actually walk on the streets.

Because the actual pedestrian time spent walking or pedestrian vol-
umes are costly to observe and therefore not readily available, popula-
tion density isusually used asasubstitutein pedestrian crash prediction
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models. However, population density does not necessarily relate
directly to the actual number of peoplewalking on the streets. For
example, tourist sites frequently attract large numbers of visitorswho
are not counted in the population density. In other words, thereis
an unexpected high pedestrian volume that cannot be represented by
the population density in these aress. |n some areasthe low pedestrian
volume compared with the high population density may be attributed
to the high vehicle-owner rate. Prediction models based on population
density are, therefore, intrinsically unreliable.

The purpose of this study isto learn how to estimate pedestrian
exposurein rural areasfor more accurate reporting of pedestrian crash
statistics. Many studies have investigated pedestrian safety in urban
areas because of the higher frequency of pedestrian crashes occurring
there. However, thereis little research studying the pedestrian activi-
tiesinrura areasdespitethefact that 32 percent of fatalitiesapparently
occur inrura or suburban areas rather than urban areas (1). Our study
summarizes research findings on the effects that road features, neigh-
borhood and land use, site characteristics, and demographic character-
istics have on pedestrian activitiesin rural areas of Connecticut. It aso
setsforth the pedestrian exposure prediction model for determining or
predicting the pedestrian travel patternsin rural areas.

LITERATURE REVIEW

Inrisk analysis*“exposure’ isaconcept describing the opportunity for
arandom event to occur, that is, the number of trials. Consequently,
identifying the appropriate measure of exposurefor aparticular risk
event isextremely important for analyzing thelikelihood of itsoccur-
rence (4). For pedestrian safety andlysis, thisexposure measure should
account for the extent to which people place themselves at risk of
being hit by a motor vehicle. If these criteria are met, the exposure
metric can beareliable explanatory variablefor predicting pedestrian
crashes.

The choice of pedestrian exposure measure strongly influences the
risk analysis results. Keall examined pedestrian crash data using
the exposure measures “time spent walking” and “number of roads
crossed” (5). These two measures of risk are more precise than the
most common mode of presenting pedestrian crash stati stics—number
of crashes per person in the population. In Kedll’s study, crashes per
person overestimated the risk for people under 30 years old, under-
estimated the risk for people over 79 years old, and underestimated
the risks of males compared with females (5).

Many studies investigate how site characteristics are associated
with both pedestrian exposure (represented by probability of choos-
ing walking as atravel mode) and pedestrian crashes. Hess et al.
studied the relationship between site design and pedestrian travel in
amixed-use, medium-density environment (6). They investigated site
design characteristics, such asthe mean block size, completenessand
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continuity of the sidewalk system, and on-street parking. The find-
ings showed that these factors significantly influenced the likelihood
of choosing walking asatravel mode. Shriver’ sresults supported the
conclusion that neighborhood transportation, land use, and design
characteristics affected pedestrian activities (7). Knoblauch et al.
found that sites without sidewalks were more than twice aslikely to
have pedestrian crashes than siteswith sidewalks (8).

A large number of studies have recognized theindirect relationship
between pedestrian crashesand economic or demographic factors. For
example, Bagley investigated the probability of sites being hazardous
given socioeconomic and crime data (9). Robertset d. [asreported by
McMahon and colleagues (10)] noted arel ationship between eco-
nomic and ethnic differences with the pedestrian crash rate. Epperson
recognized that the economic status of the neighborhood significantly
influenced the predicted pedestrian crashes (11). McMahon and col-
leagues studied demographic variables such as the percentage of sin-
gle parents with children, the percentage of housing stock built after
1980, whether 85 percent of households were composed of families,
and whether the unemployment rate was less than 1.75 percent (10).
The study showed that percentage of single parents with children and
housing stock built after 1980 significantly influenced “walking along
theroad” crashes. The conclusion wasthat factors contributing to that
type of crash included not only geometric characteristics of the sites
but al so demographics and neighborhood characteristics (10). The
indirect economic or demographic factors may influence the pedestrian
exposurethat isdirectly related to pedestrian crashes.

McMahon et a. identified therisk to pedestrianswho werewalking
along theroadway (10). However, there are several typesof pedestrian
activities, each bearing quite different risks of experiencing conflict
with motor vehicles, for example, crossing aroad, walking along a
road, and walking onasidewalk. Actually, 45 percent of all pedestrian
crashes involve a pedestrian crossing a road, whereas only 14.1 per-
cent involve a pedestrian walking along aroad (12). Statistics sug-
gest that crossing the street might be more dangerous than walking
along the roadways or the crossing pedestrian exposure might be
larger than the walking along the roadway pedestrian exposure.

Case-control methods to predict pedestrian crashes or exposure
have been widely applied (7, 13, 14). For example, Hess selected
sites by controlling the variables that former research considered
had an effect on pedestrian volume, such asgross popul ation density,
land use, and income. The hypothesisisthat when control variables
were held constant, other factors such as the mean block size and
compl eteness and continuity of the public sidewalk system affected
pedestrian volume (6).

In our study several factorsthat may be important contributors to
the prediction of pedestrian exposure—site characteristics, traffic
control types, demographic data, land use characteristic, and road site
features—are investigated using general linear regression model.
The weekly crossing pedestrian volume is used as the measure of
pedestrian exposure, the dependent variable in the prediction model.

METHODOLOGY AND DATA PROCESSING
Study Design

Variable Selection

To estimate the pedestrian exposure in rural areas, 32 sites from
rura areas in Connecticut were selected for specific site character-
istics. The factors that may influence pedestrian activities are from
the following categories:
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* Pedestrian amenities: Sidewalk isused as an independent vari-
ableto represent the site characteristic because sidewalk isanimpor-
tant pedestrian-friendly design. In general, sites with sidewalks can
attract more pedestrians than sites without sidewalks.

* Trafficcontrol: Pedestrian-friendly traffic control designssuch as
marked crosswalk, traffic signal, and so on, are assumed to encourage
peopleto cross at the location.

* Demographic datac Median household income is an important
demographic characteristic expected to be associated with pedes-
trian exposure. Previous studies show that neighborhoodswith high
income usually have less pedestrian activity than neighborhoods
with low income.

* Land use characteristics: Area type can greatly influence the
pedestrian travel patterns. For example, pedestrian travel patternsin
commercia areas are not the same asthosein residential areas. Fur-
thermore, pedestrian exposure in tourist and college campus areas
is expected to be quite different from others.

* Road sitefeatures: Some road geometric features can influence
pedestrian exposure—the number of lanes, road width, and so on.
For example, wider highways negatively affect pedestrians by sig-
nificantly increasing the distance that must be traversed to get to the
other side.

Variable Description

The traffic control categorical variable is defined with five values:

No marked crosswalk and no traffic signal (3 sites),
Traffic signal without marked crosswalk (2 sites),

Marked crosswalk without traffic signal (18 sites),

Marked crosswalk with yellow caution signal (2 sites), and
Marked crosswalk with traffic signal (7 sites).
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According to the sites available, we define areatype with seven
values (15):

1. Downtown areas are characterized by larger buildings abutting
one another and abutting sidewalks (10 sites).

2. Compact residential areas predominantly have houses close
together and generally visiblefrom theroad, and often have sidewalks
(1 ste).

3. Low-density residential areas have houses that are spaced apart
and often are not visible from the road. Sidewalks are rare in these
areas. Areaswith littleto no development areincluded in this category
(5 sites).

4. Village areas consist of smaller buildings and residences set
back from the road. Sidewalks may or may not be present (7 sites).

5. Medium and low-density commercial areas have commercial
devel opment, often with sidewalks. This areatype includes commer-
cia development such as gas stations, fast food, and supermarkets.
On-street parking isnot likely to befound in thistype of area (3 sites).

6. Tourist areas usualy include crosswalk and sidewalk without
signal. Higher pedestrian exposureisexpected, and pedestrians’ activ-
ities may be constant throughout the day with less pronounced peaks
during commuting and lunch time than at other areas (5 sites).

7. Campus areas usualy include crosswalks, sidewalks without
signal, and narrow streets and speed limit. Much higher pedestrian
exposureisexpected, and pedestrians’ activitiesare greatly changed
throughout the day with pronounced peaks during class and lunch
or dinnertime (1 site).
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Data Collection and Processing
Collection of Field Data

The data on pedestrian activity were collected in May, June, Octo-
ber, and November of 1999, with the exception of onecount in Storrs,
which took placein November 1998. All data counts were carried
out in noninclement weather, thereby avoiding undesirable condi-
tions. For each site, aweekday count aswell asaweekend count was
conducted. The weekday count was conducted on a typical week-
day; theweekend count wastaken mostly on Saturday. Sunday counts
were conducted at sites where, based on the characteristics of the
site, they were expected to yield the more significant results; atown
center with little retail activity, but with community amenities such
asachurch isan example.

Because each site featured different characteristics, such as pedes-
trian crossing facilities or crosswalks, not all pedestrian activitieswere
applicableto each site. However, with respect to this study, which is
investigating alternative measures of pedestrian exposureto crashes,
only thetotal number of crossing pedestrian exposureswas of interest.
Walking on the sidewalk was not included because it is assumed that
these pedestrians are unlikely to be hit by an automobile. Generaly,
observationstook place from 8:00 am. to 5:30 p.m.

Processing of Field Data

To obtain asingle measure of pedestrian exposure for each obser-
vation site, the field data were processed by adding up al possible
pedestrian exposures except for walking along the highway. Table 1
shows the weekday and weekend pedestrian volume and the total
weekly pedestrian volume computed using thefollowing rel ationship:

V= wwd + 2\/We (1)

where

V = total weekly pedestrian volume,
Ve = weekday pedestrian volume,
Ve = Weekend pedestrian volume.

Collection and Processing of Demographic Data

The next step was to gather the demographic characteristics of the
vicinity of each site. The type of demographic data used in this study
wasmedian household income obtained from the 1990 censusand cus-
tomized for the geographic area of each site using digital street maps.
Themedian householdincomeisbased on the househol dswithinwalk-
ing distance around the study site. The walking distance to the study
siteisdefined as 1097 m (3,600 ft), which corresponds to 20 min of
walking at a speed of 0.9 m (3 ft) per second. Thus the neighborhood
within walking distance was defined as a polygon encompassing all
areasthat are within 12097 m (3,600 ft) when walking on streets.

Analysis Methodology

Many previous studies have found anonlinear relationship between
pedestrian exposure and the independent variables, and the value of
pedestrian cannot be negative. Scatter plots of raw data showed that
there might be a positive linear relationship between InV and InP.
Therefore, the general form for our prediction model wasasfollows:
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TABLE 1 Number of Pedestrian Exposures for Each Site

Weekday Weekend | Total Weekly
. Pedestrian Pedestrian Pedestrian
Site Number Town
Exposure Exposure Exposure
(Vi) (Vwe) 12

1 Coventry 98 89 668

2 Coventry 92 45 550

3 Tolland 187 185 1305

4 Mansfield 25 11 147

5 Brooklyn 26 32 194

6 Brooklyn 34 64 208

7 Stafford 878 715 5820

8 Stafford 263 231 1777

9 Avon 32 57 274

10 Avon 20 0 100

11 Simsbury 57 57 399
12 Simsbury 19 19 133
13 Farmington 102 32 574
14 Farmington 1128 31 5702
15 Storrs 2788 392 14724
16 Groton 398 1024 4038
17 Pawcatuck 410 215 2480
18 Canaan 239 223 1641
19 Kent 392 1402 4764
20 Danielson 327 263 2161
21 Jetwtt City 306 291 2112
22 Durham 27 16 167

23 Rivertown 71 42 439
24 Lakeville 111 92 739
25 Salisbury 327 1360 4355
26 Winsted 73 68 501
27 Watertown 285 266 1957
28 Rockville 278 260 1910
29 Guiford 335 1262 4199
30 Baltic 193 180 1325
31 Deep River 264 315 1950
32 Essex 363 243 2301

V = Pae(ﬁo’fxsﬁs’fXDBD +XLBL +XRPR *€) (2)
where

P = computed population density in the walk
area,
o = exponent on population density to be
estimated,
Xs = site characteristics,
Xp = demographic characteristics,
X. = land use characteristics,
Xg = road characteristics,
Bo, Bs, Bos BL, and Br = parameters to be estimated, and
€ = error term.

After the natural log transformation, Equation 2 is turned into a
simpler linear form asfollows:

IV = alnP +B, + XBs + XpBp + X P +XPr +e ©)

Generalized linear regression, the statistical analysis system pro-
cedure, isused to performthelinear regression and estimatethe param-
etersfor the covariates. Here, the counted weekly pedestrian volume
crossing the street isregarded as the response variable. Most of the
explanatory variables are categorical variables except for P (popu-
lation density). These explanatory variables are assumed to be inde-
pendent from each other, and only the main effects are considered.
That is, theinteraction effects between different predictor variablesor
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explanatory variables are neglected. If the null hypothesisthat our
assumptions about the variables are significant isrejected, the cor-
responding factor (variable) can be discarded without influencing the
predicted values precision. Otherwise, the variable contributestoward
predicting the weekly pedestrian exposure and should be kept in
the model.

ANALYSIS AND RESULTS

To identify the patterns between pairs of continuous variablesin a
model, we examined the rel ationship between the variables using
amatrix plot. There are three continuous variables in our model:
natural log of weekly pedestrian exposure (InV), natural log of pop-
ulation density in the walking area (InP), and median household
income (M ). Therelationships between InV versusInP and InV ver-
sus M are identified. If the plots are randomly distributed and lack
linear patterns, the linear relationship between two variables is not
obvious, such asthe relationship between InV and M. Otherwise the
linear relationship between two variables is obvious, such as the
relationship between InV and InP. Despite the fact that the selected
sites cover awide income range from $16,822 to $60,953 per year,
after the test of between-subject effects, the income factor shows a
nonsignificant rolein the model prediction and should be discarded.
Because theincome was a significant demographic variablein some
previous pedestrian exposure models, theinconsistent conclusionin
our study may be dueto thelimited number of sites. However, wetill
need to be cautious when using the median household income (M)
to predict pedestrian exposure. Figure 1a showsthelack of aclear
relationship between variable InV and M and Figure 1b showsthe
possible linear relationship between InV and InP.

After discarding theincome variable, the model estimation was
undertaken with therest of the variables: population density, area
type, traffic control type, number of lanes, and sidewalk. Only the
population density isentered asacontinuousvariable. Othersareall
categorical variables. The following isthe full model:

IV = alnP + B, +BX, +BX +B X +BuX, (4)
107
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where

a = categorical variable areatype,

s = categorical variable traffic control type,

| = categorical variable number of lanes, and
w = categorical variable sidewalk.

Table 2 lists al variables with brief definitions.

To test the significance of variables regression coefficients
were tested for each variable using Type I11 sum of squares (SSI1I).
Alsoreferredto aspartial sum of squares, SSI1I isconsidered by many
to bethemost accurate coefficient becausethe hypothesisfor an effect
does not involve parameters of other variables (16, 17). Estimation
results (shownin Table 3) asModel 1 reveal that natural log of pop-
ulation density in the walking area (InP) is nonsignificant; factors
such aswith or without sidewalk (X,,), number of lanes (X,), area
type (X,), and traffic control type (X,) are significant in predicting
theresponsevariableInV at the 90 percent significancelevel. Onthe
basis of previous studies that show population density has a signifi-
cant effect on pedestrian exposure, population density istemporarily
kept in the model to be tested further.

However, whether or not specific level swithin each categorical
variable are significantly different from each other is still unclear
until amultiple means comparison method, such as Tukey or Duncan
grouping, is undertaken. The significance of al levelsin each cate-
gorical variableisopen to thetest. Table 4 givestheresults of main
effect of levelsin each categorical variable.

In results of the Tukey and Duncan method, |levelsindicated by
the same letter code are not significantly different from each other.
Table 4 shows that these differences for the sidewalk, number of
lanes, and traffic control type are consistent for both Tukey and Dun-
can methods. However, using Tukey methods, there are some over-
laps between insignificantly different levels for areatype, which
meansthereisnot asingle way to group the seven areatypes. There
are no overlaps using the Duncan method, though. Because the Dun-
can method is more sensitive in identifying the difference between
thelevels, we use only the Duncan method to regroup the categori-
cal variables. As shown in Table 4, the coefficients on tourist area

]nV o ]

5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0
LnP (Pop./Sq.Mile)
(b)

Relationship between continuous variables: (a) natural log of weekly pedestrian exposure (InV) and median income (M);

(b) InV and natural log of population density in the walking area (InP).
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TABLE 2 Variable Information for Model 1

Paper No. O1-2374 93

Variable Name| Variable Type

Variable Feature

Variable Description

P Continuous

Population density

Population Density in walk area

Xw Categorical

Site characteristics

—

Site with sidewalk along the highway
Site without sidewalk along the
highway

(=

Xi Categorical

Highway cross-section
characteristics

Site on 2-lane highway
Site on 4-lane highway

Xa Categorical Land use

characteristics

Campus

Tourist area

Downtown

Village area

Medium, low density commercial area
Compact residential area

Low density residential area

Xs Categorical

Traffic control type

No crosswalk and no signal

Signal without cross walk

Crosswalk without signal

Crosswalk with yellow cautious signal
Crosswalk with signal

| | o = [N e o [ oo o b o =

and downtown are not significantly different from each other in the
Duncan method. Consequently, they are combined into asingle cat-
egory, as are the other levels. Therefore, we estimated Model 2, in
which areatypeisreduced from seven levelsto threelevelsand traf-
fic control type from five to two. Table 5 shows the new categorical
variablesin Model 2.

Model 3 is areduced model derived from Model 2 without the
traffic control type variable because this effect is confounded with
theothers; that is, it isnot independent, but somewhat correlated with
other factors. As can be seenin Table 3, in Model 2 and Model 3,
the negative coefficient for the population density (InP) meanshigh
population density causes lower pedestrian exposure when other

factors are controlled, which is opposite to the positive relationship
between InV and InP shown in scatter plotsof raw datain figure 1b.
Therefore, population density in the walking area (InP) should be
discarded from the predicted model. Now, there are three categorical
variables in the new restricted model (Model 4)—with or without
sidewalk, number of lanes, and areatype.

Based on F-extratest between full Model 1 and Model 2 (as de-
picted in Table 6), the null hypothesis that the surplus variablesin
full model are nonsignificant at 95 percent level of significance can-
not berejected. That is, the evidence does not provethat the additional
information in Model 1 helpsto better predict pedestrian exposure.
Compared with Model 1, the alternative Model 2 is much simpler,

TABLE 3 Temporal Factor Models for Weekly Pedestrian Exposure in Walk Area*

Variable Model 1 Model 2 Model 3 Model 4
Intercept 3.88/3.09 5.59/4.93 5.37/4.76 3.78/6.89
InP 0.005/0.03 -0.23/-1.57 | -0.24/-1.60 —
With sidewalk 1.19/2.81 1.13/2.85 1.39/4.19 1.33/3.91
Without sidewalk Base Base Base Base
2-lane highway 2.06/3.27 1.86/3.78 1.86/3.75 1.87/3.67
4-lane highway Base Base Base Base
Campus 2.42/2.93 3.09/4.35 3.1/4.34 2.62/3.92
Tourist area 2.36/3.40

Downtown 148223 1.09/3.30 1.1/3.28 0.88/2.80
Village area 1.24/1.72

Medium and low density commercial area 0.86/1.02 Base Base Base
Compact residential area -0.83/-1.10

Low density residential area Base

No crosswalk and no signal -1.33/-2.24

Signal without crosswalk -0.85/-1.12 -0.47/-1.19

Crosswalk without signal -1.28/-3.11 — —
Crosswalk with yellow caution signal -0.95/-1.73 Base

Crosswalk with signal Base

R square 0.909 0.832 0.823 0.805
RMSE 0.511 0.588 0.593 0.609

Coefficient (Estimate)/t-Value (Significance)
* Significance at 90 percent
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TABLE 4 Multiple Means Comparison*
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Categorical
Variable

Value

Description

Tukey
Method

Duncan
Method

With sidewalk

A

Xw

Without sidewalk

B

2-lane highway

A

Xi

4-lane highway

Campus

Tourist area

Downtown

Xa

Village area

Medium and low density commercial area

Compact residential area

ololeleol 'l

Low density residential area

e ol whw}ecl o}

No crosswalk and no signal

Signal without cross walk

Xs

Crosswalk without signal

Crosswalk with yellow cautious signal

n [ 2 N = [N o [ 0 N = O [ 1D =

Crosswalk with signal

o o [

seRiveRievl e ON @R @ N @Y ol or Rt vsl s ise Ru g

*Levels indicated by the same letter code are not significantly different from each other.

and the predicted accuracy is good because of the close R? and root-
mean-square error value of the two models. The result of F-partial
test or t-test between Model 2 and 3 (see Table 6) suggests that the
variable traffic control typeisnot an important contributor to predict
pedestrian exposure. Finally, the small increasesin residual deviance
of Model 4 compared with Model 3 (see Table 3) is offset by the
reduction in model complexity. Generally, the more parametersin
amodel, the more unstable it is; therefore, Model 4 is preferred in
thiscase. Figure 2 isaplot of 90 percent confidenceinterval of the
predicted pedestrian exposure versus actual pedestrian exposurefor
Model 4.

Model 4 with the parameter values inserted may be written as
follows:

InV = 3.78 + 1.33X,, +1.87X, +2.62X; +0.88X%;, 5)

where
Xw = sidewalk (X =1, with sidewalk; X,y = 0, without sidewalk),
X = number of lanes (X, =1, two-lane highway; X, =0, four-lane
highway),
Xc = campus factor (Xc = 1, campus; Xc = 0, others), and
Xrp = tourist and downtown factor (Xrp =1, tourist and downtown
areas; Xrp =0, others).

After the transformation, the equation is asfollows:

. 78+1.33 Xy +1.87 X +2.62 X .88 X-
V:es 8+1.33Xy +1.87 X +2.62 Xc +0.88X1p (6)

TABLE 5 Variable Information for Model 2

Categorical Levels Description
Variable Number P
X 1 With sidewalk
0 Without sidewalk
7 1 2-lane highway
0 4-lane highway
1 Campus
Xa 2 Tourist area and Downtown area
3 Others
X 1 No crosswalk
2 Crosswalk

Table 7 shows the predicted values, based on the three variables
in Model 4, for each combination of predictor variables. Because of
the limited number of sites and actual characteristics, some cell
combinations are not observed, such as sitesin tourist or downtown
areaswithout sidewalks. We predicted valuesfor these sitetypesany-
way for comparison purposes. It can be seen that the predicted values
are very closeto the observed values.

CONCLUSIONS

Pedestrian exposure is an important variable in the prediction of
pedestrian crashes because it represents pedestrians’ risk of being
struck by vehicles (18). There are many factorsthat might influence
pedestrian travel patterns and pedestrian volumes such as popula-
tion density, demographic characteristics, site characteristics, land
use, and highway geometric characteristics (19).

Inthisstudy, on the one hand, the effects of several factors do not
conform to our expectation. For example, population density is not
significant. It shows that pedestrian safety analyses based on popu-
lation density may distort thetruerisk values. Second, control istill
nonsignificant despitethefact that according to our observation when
counting, most pedestrians appear to use acrosswalk or wait for the
signal when crossing the street. The reason for the nonsignificance
of the control variable may be that the control type effect is con-
founded with the others; that is, it is not independent, but somewhat
correlated with other factors. Actualy, it can beregarded asaresponse
to high pedestrian volumes, rather than acontributor to high pedestrian
volumes.

Furthermore, it isinteresting to find that the median household
incomeisnot significant either. Theresult isdifferent from many pre-
vious studies (9—11), which are usually done under an urban setting
or urban, suburb, and rural mixture conditions. Thediscrepancy might
be dueto thelimited number of sitesor the homogenous dataresource
becauseall of our dataarefrom rural areas of Connecticut. Itisobvi-
ous that the vehicle-owner ratio is higher in rura areas, and varia-
tionsfor the demographic factors such as neighborhood environment,
household median income, and unemployment are not as significant
asthey arein urban areas. Thus, the study suggested the necessity of
considering an urban setting and rura setting separately.
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TABLE 6 Model Selection
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Model Selection F-Value F Critical Value Conclusion
Model 1~Model 2 214 F(7,18 |95%)=2.58 | -value<F-critical value
' ’ ’ Model 2 is better
Model 2~Model 3 142 F(1.25 | 95%)=4.24 F—value<F-critica1 value and Xs is discarded
> Model 3 is better
F-value<F-critical value and InP is discarded
Model 3~Model 4 2.56 F(1,26 | 95%)=4.23 Model 4 is better

95 percent significance level is used in the model selection.

On the other hand, some factors have expected effects. For exam-
ple, sdewak hasapositive effect. The provision of asidewal k system
apparently encourages people to walk for trips in the area. Two-lane
highway attracts more people to cross than four-lane highway, prob-
ably becauseit islessthrestening and poseslessrisk for pedestriansto
crash with vehicles. Thisfinding also showsthat areatypeisasignifi-
cant contributor to predicting pedestrian volume. Campusareatypehas
the grestest positive effect on pedestrian exposure. Next to that are
tourist and downtown aress. These aress, therefore, deserve additional
consideration for improvementsin pedestrian facilities, such aswarn-
ing devices, speed limit, stop sign, marked crosswalk, and so on. Fur-
thermore, the model presents an effective way to categorize areatype
into three categories rather than the original seven types, which may
be difficult to differentiate.

The model provided uswith asimple way to predict the pedes-
trian exposure in rural areas using variables that are readily avail-

able, such as sidewalk system, number of lanes on the highway,
and areatype. Therefore, time-consuming and expensive manual
pedestrian counts and unreliable substitute population density can
be replaced by apredicted value. In addition, it is expected that a
greater number of either pedestrians or vehicles would increase the
likelihood of asite being dangerous, so this prediction model can be
used to identify potentially hazardous|ocationsfor pedestrians. It
is helpful for further research and analysis on the pedestrian crash
rate (20, 21).

Because our study is limited to pedestrian crossing volumesin
rural areas of Connecticut, new models should be estimated before
applying the resultsto other regions. Thelimited number of sitesdid
not cover all site feature combinations indicated in Table 7. Hence,
future research could include collecting counts at sites with those
combinations to test the predicted pedestrian exposure, using the
same process and testing the significance of all variablesif applied
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FIGURE 2 Actual InV versus the range of predicted InV (90 percent) in Model 4.

TABLE 7 Predicted Weekly Pedestrian Exposure Values

Factor 1 Factor 2 Value Campus Tourist/Downtown Other
Predicted Value 14,765 2,592 1,075
Two-lane highway | Observed Average 14,724 3,047 1,178
. Sample Size 1 15 5
Sidewalk Predicted Value | 2276 399 166
Four-lane highway| Observed Average — — 187
Sample Size 0 0 2
Predicted Value 3,905 685 285
Two-lane highway | Observed Average — — 255
Without Sample Size 0 0 9
sidewalk Predicted Value 602 106 44
Four-lane highway Observed Average —_ — —
Sample Size 0 0 0




96 Paper No. O1-2374

in an urban setting, and collecting pedestrian information from other
statesto learn how these effects differ geographically. The predicted
pedestrian exposure to walking tripsis prepared for the facilities
studied to be used for analyzing pedestrian fatality and injury rates
in our future research.
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