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[1] 1.  What makes an action a behavior?
· it is controlled by another aspect of the physical world
[1] 2.  A theme of the lectures is that people are very complex machines.  What single word in the definition of behavior, offered in class, suggests that people are machines?
· control
Doug Woods and his former advisor Raymond G.  Miltenberger have edited a book entitled: Tic Disorders, Trichotillomania, and Other Repetitive Behavior Disorders: Behavioral Approaches to Analysis and Treatment. The book "outlines a comprehensive behavioral approach to the assessment, analysis, and treatment of tic disorders, trichotillomania, and repetitive behavior disorders, such as thumb sucking, nail biting, pica, and bruxism." 
[1] 3. Why do you suppose Doug and Ray, behavior analysts, used the term "repetitive behavior" rather than "habit disorder" in the title of their behavior analytic book?
· it describes a dimension of behavior (repetitive) and thus it is observable, measurable, etc. versus a mentalistic/ abstract scheme that “resides within the individual” 
[1] 4. When a behavior analyst attempts to specify the causes of some behavior such as thumb sucking where does the analyst search for the causes of the behavior? 
· the (immediate) environment 
[1]. 5. Suppose your mother bites her nails once every minute. In terms of the terminology offered in Chapter 1 this behavior would be classified as a what?
· a target behavior OR 
· a behavioral excess 
[1] 6.  Identify four defining characteristics of behavior modification (applied behavior analysis).
1. Applied behavior analysis focuses on behavior (not mentalistic)

2. Behavior is lawful 
3. Emphasis on current environmental events that control behavior
4. Uses precise description of procedures

5. Conduct measurement of behavior change

6. implementation of behavioral change procedures by people in everyday life

7. Based on the experimental analysis of behavior

[1] 7.  What is a controlling variable?
· An event that determines an organism’s actions

[1] 8.   What is the law of effect?
· if an action is followed by a favorable effect on the environment, it is more likely to be repeated in the future
[1] 9.   In terms of the questions they ask, how does the experimental analysis of behavior differ from applied behavior analysis?  

· EAB asks questions about basic, fundamental principles of behavior
· ABA asks questions about developing and evaluating technologies to improve socially significant behavior
[1] 10.   Your textbook describes three dimensions of behavior: frequency, duration, and intensity. But there are other dimensions. For example, the latency of a behavior is the time elapsed from the onset of a stimulus to the onset of behavior. An example of latency is the time elapsed between the onset of a conditioned stimulus and the onset of salivation.  Pick one of the dimensions your text discusses and provide an example.
Dimension selected:__frequency__   Example:  The number of times the rat pressed the lever in two minutes. 
[1] 11.  What is a target behavior?
· behavior to be changed
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[1]  1.  How might you report talking in terms of a rate?  

· words per thirty seconds

· sentences per minute 

2.  In lecture I described the process of social validation. 

[1/2] What is the first step in this process?
· listening to the “complainer” to identify target behavior(s) 

[1/2] What is the last step in this process?
  obtain a new sample of behavior, have trained observers score the behavior, have complainer do much the same and see if there is high agreement between the observers and the complainer. 
[1] 3.  What is the difference between whole-interval and partial interval recording? 

· Whole-interval recording-only mark interval if the behavior occurs during the entire interval (which over-estimates behavior)

· Partial-interval recording- only mark interval if the behavior at all occurs during the interval (which under-estimates behavior) 

[1]  4.  Why does real-time recording appear to be better than whole-interval and partial interval recording?
Real-time recording monitors behavior on a second-by-second basis, using electronically devices. It provides a very accurate measurement of behavior, because you can replay the material and check for recording errors. This usually cannot be done  with whole or partial interval recording. Moreover, with the later procedures the intervals are usually rather long like 5 sec, 2 min, etc. 
[1]  5.  What is this:   ( A /(A+D)) X 100%  ?  

· the formula to calculate interobserver reliability 

[1] 6.  How does an A-B-A-B reversal design differ from an alternating treatments design?
In an ABAB design, the conditions are each in effect just twice and for long durations. In an alternative treatments design, the conditions are in effect in rapid succession In the later design, the changes can be so rapid that all conditions might be presented within an observation period.
[1] 7.  What basically must you do to claim that some event caused a behavior change?
· show that X precedes Y, X and Y co-vary, and no Z that changes with X can explain the change in Y  <--Good enough

· repeated present and withdrawal the stimulus or event to explore covariation<--even better
 [1]  8.  Most researchers are very proud of averaging data across many organisms. But, according to lecture, if different organisms respond in different ways then the average is not going to tell you a lot about what? 

· the individual organism/ subject 

[image: image1.emf]
[1] 9.  When we talk about the generality of a research finding, we can’t be talking literally about what we did or found because what we did or found is bound in space and time. So what are we talking about when we talk about the generality of a finding?  

· verbal behavior 
· replication

To what extent our descriptions of an experiment permit us to put the experiment in effect in another setting, or place, at a different time, with different organisms but find the same effect.  [1] 10.  Many people consider the small voice in their heads, that only they can hear, to be inside their minds where the mind, much like the soul, is considered to not be physical.  According to behavior analysts where is this voice?   Can you think of any advantages or disadvantages in assuming the voice is there rather than assuming the voice is sort of floating in the non-physical world of the mind or soul? 

This voice presumably is occurring in our bodies. If the voice is physical then it may be a behavior and we may be able to find controlling variables that help people cope with negative thinking, worrying, etc.  

· The voice is covert or private behavior (or thinking, or verbal behavior), controlled by the same features of the physical environment as overt behavior. 

· Advantages- the “voice” can be influenced and predicted

· Disadvantages- mainstream thought prefers the use of such mentalistic processes- at parties, it isn’t always kosher to argue about such topics

[1]  11. Behavior analysts assume that all behavior is determined. So how might they begin to explain why behavior appears to be voluntary? Note that “voluntary” means “brought about by one’s free choice.” 

· Aspects of the physical environment control behavior. The environment includes the physically observable environment, the covert environment, and biology/genetics. Many individuals are unaware of the controlling variables that govern their behavior, There may also be multiple sources of control that exert control over current responding. 
· Behavior may appear to be voluntary when we cannot specify the controlling variables or they summate to control behavior in unexpected ways.
PSYCH- 502 Applied Behavior Analysis

Exam 3    9/17/2010
Name______Kerin Weingarten________________________________         __            












    11

1.  Little Jane would fuss and cry while her father taught her to say her ABC’s. Her father thought that he might reduce Jane’s fussing and crying by using extinction. The father reasoned that Jane’s crying was being maintained either by (1) his attending to her more when she fussed and cried,  or (2) his discontinuing her having to recite her ABC’s when she fussed and cried. 

[1/2] If crying and fussing were maintained by more attention then how could the father implement extinction?
· Father would ignore/provide zero instances of attention, when Jane is engaging in crying and fussing .
[1/2] If crying and fussing were maintained by discontinuing having Jane recite her ABC’s then how could the father implement extinction?
· Father would have Jane continue to recite her ABC’s when she is crying and fussing. 
[1] 2.  Suppose Little Jane’s fussing and crying were maintained by escape from having to recite her ABC’s and that the appropriate extinction procedure eliminated her fussing and crying.  How the would elimination of this behavior be explained by a behavior analyst?
· Fussing and crying does not  terminate request to recite her ABC’s. 

[1] 3. Suppose you wanted to measure Little Jane’s crying. How could you use real-time recording, the most precise of the temporal recording procedures, to do this?  

· record the frequency, duration, and exact time of the onset and offset of each instance of crying

· electronically record the behavior for an extended period of time, and then use real tiem recording  

[1/2] 4.  What could you do in measuring crying, above, to be sure that you were measuring crying?    Use a social validation procedure: listen to complainer, select examples and non-examples with complainer’s help, develop measuring system, gather new set of examples and examples, have trained observers score them, see if those scores agree with complainer’s judgments. 

[1/2] 5. Provide the definition, offered in class (Dermer & Moore), of extinction for an avoidance contingency:
1. failure to respond results in a stimulus

2. responding also results in such a stimulus

3. future rate of that response decreases

4. this is EXT of an avoidance contingency if (1) and (2) caused (3) 

6.  Jill yearns to approach Jack, talk with Jack, touch Jack, and make love with Jack at just about any time of the day. In the past, when she has approached Jack he has helped her with homework, cooked delicious food, served exotic drinks, provided “out of this world” sex, listened to her talk about her life daily, helped her solve her personal problems, distracted her from thinking about problems she cannot solve, and has done much more.  There is no one in Jill’s young life who has ever provided so many blessings. Indeed, she had often described herself as unattractive (due to reading too many magazines and watching too much television) but not felt unattractive since Jack has “swept her off her feet.”  

[1]  What concept covered in this course best describes Jack’s status in maintaining Jill’s orienting, approach, affiliative, and other behavior? Explain why you chose this concept.
· generalized reinforcer or that Jack had provided multiple kinds of reinforcers contingent on Jill's affiliation.
[1] Now suppose that, above, Jack only provided Jill with help with her homework and, of course, that she had not been “swept off her feet.”  Then Jill might only approach Jack if she had problems with her homework.  What concept covered in this course best describes Jill being disposed to approach Jack only when she has difficult homework. Explain why you chose this concept.
· establishing operation or that Jack had provide only one kind of reinforcer contingent on Jill's affiliation.
[1] 7. How might a behavior analyst explain why people who fish continue fishing even when they are not catching fish?
· past history of catching fish served as a reinforcer for future fishing behavior <--Nope 

· intermittent schedule of reinforcement
[1] 8. How could you use the Premack Principle to dispose a five-year old child to eat broccoli (a disliked food)?
· Contingent on the child first eating some or all of the broccoli (a low probability response), she/he can then go on to engage in a preferred activity (high probability response) such as ? playing with friends, reading a book, watching a movie, eating ice cream. 

[1] 9.  What is an operant contingency?
· an event depends on an operant response 

[1] 10.  Suppose Fritz saw the printed words “I love you Maria’ and read them out loud: “I love you Maria.” Suppose Maria had befriended Fritz and had helped Fritz when he was very ill and Fritz said “I love you Maria.”  In both cases Fritz says “I love you Maria,” yet we would likely say the behaviors are different. For a behavior analyst, what makes the behaviors different?  (Hint: Consider the definition of behavior.)  

· Saying “I love you Maria”) is controlled by different aspects of the physical world/
[1] 11.  How could a multiple baseline design replicated across participants (subjects) possibly be called a single-subject design? After all, it involves multiple participants!  It permits assessing causation at the level of the individual participant. 
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[1]  1. According to Dermer how does the process of positive punishment differ from the procedure of positive punishment?

The process of positive punishment refers to the subsequent reduction in responding resulting from following responses with punishers. The positive punishment procedure is in italics. 

[1]  2.  By definition, what do all negative and positive punishers have in common? 

Punishers are response contingent events that decrease response rates.  

3.  Bobby would reliably walk to school each day. Then one day when Bobby entered school several students ridiculed him.  Bobby listened for a while and then ran away. This happened several more times, though not always:  Bobby entered school, the children ridiculed him and he ran away.  Each successive time this occurred Bobby came to run away more quickly (shorter latency)  from the children ridiculing him.  If we were to analyze this as an instance of negative reinforcement: 

[.25] What would be the escape behavior?   running away from the children (terminates ridicule) 
[.25] What would be the stimulus that is terminated? ridicule 

[.25] A behavioral process refers to a change in behavior that occurs because an operation is in effect. Identify the process of negative reinforcement in the above example.

The process of negative reinforcement  refers to Bobby running away from student ridicule more frequently or with shorter latency as Bobby was daily exposed to ridicule from these children. 
[.25] Bobby’s teacher was asked to explain Bobby’s running away. The teacher said that Bobby did not like being ridiculed.  This kind of explanation is good enough in casual communication, but how would a behavior analyst explain Bobby’s running away? 

Bobby’s running away from student ridicule had been maintained by termination of ridicule (a negative reinforcer).  The teacher’s explanation, “Bobby did not like being ridiculed,” is mentalistic. 

4. Suppose that when Bobby went to school he was ridiculed as outlined above.  Eventually, Bobby started avoiding school. Instead of attending school, he would, for example, surf the WWW on his computer at home, go fishing, etc.  

[.5] Why, according to class, is the following a bad explanation of Bobby’s avoidance behavior?  Bobby avoided school because he was afraid of being ridiculed.

Future events do not control behavior and it is a mentalistic explanation. We must look to the past and current environment for causes .  

 [.5] Why, according to class, is this a bad explanation of Bobby’s avoidance behavior?  Bobby avoided school because he was going to be ridiculed.

This explanation identifies a future event as a cause. 
[1] 5. Describe two factors, discussed in your text or lecture, that influence the effectiveness of punishment.

· Immediacy- for punishment to be most effective, the consequence must follow behavior immediately

· contingency- for punishment to be most effective, the punishing stimulus should occur every time the behavior occurs

· establishing operations- antecedent events that maximize the aversiveness of a stimulus  enhance its effectivenss
· individual differences and magnitude of the punisher- punishers vary from person to person. In general, a more intense aversive stimulus is a more effective punisher. 

[1]. 6.  According to lecture, what is the (big f*cking) difference between an SD and an S∆?  

Both signal differential availability of a reinforcer, not that a reinforcer is differentially valuable. An SD signals the availability of a reinforcer and temporarily increases the momentary frequency of behavior associated with that stimulus, whereas an  S∆ signals the unavailability of a reinforcer and temporarily decreases the momentary frequency of behavior. 
7.  Jones used a discrimination training procedure to teach Billy to respond to objects with the names of colors.  In random order, Jones would present a green or a red ball. When Jones showed Billy a green ball and Billy said “green” then Jones provided a reinforcer. If Billy said red or some other color name, when Jones held the green ball, then Jones did not provide a reinforcer.  Similarly when Jones showed Billy a red ball and Billy said “red” then Jones provided a reinforcer. If Billy said green or some other color name, when Jones held the red ball, then Jones did not provide a reinforcer. 

[.25] In the above example, what ball was the SD for saying red? the red ball 

[.25] In the above example, what ball was the S∆ for saying red? the green ball 

[.25] In the above example, what ball was the SD for saying green? the green ball
[.25] In the above example, what ball was the S∆ for saying green? the red ball  

[1] Above Jones used only two balls, one green and one red, to teach Billy to respond with a color name. Why do you think it would be better for Jones to vary the objects (e.g., squares, triangles, books, and chairs) as well as the shades of green and red of these objects in teaching Billy to say green or red when presented with one of these objects?  

Varying the objects and the shades promotes generalization i.e., Billy will more likely appropriately respond to novel red and green stimuli.
[1] Billy eventually mastered naming the colors of these two balls.  How would a behavior analyst explain this outcome? 

In the past, when Billy was presented with a red ball and responded “red,” and when he was presented with a green ball and said “green,” these responses produced reinforcement. Alternatively, in the past when Billy was presented with a red ball and said “green,” and a green ball and said “red,” these responses did not produce reinforcement.   In short, the dual discrimination procedure that was in effect explains the outcome.
[1] Above, Jones used reinforcement to bring Billy’s color naming under discriminative stimulus control.  Define the term reinforcer and describe how Jones might have used this definition to discover events that function as reinforcers for Billy’s behavior and so could be used in the discrimination training procedure above.

A reinforcer is a response contingent event that increases the response rate. Jones could observe Billy’s most frequent behaviors and note their consequences. Jones could then pick some new operant and see if the rate of the operant could be increased by consequating instances  with the previously observed consequences such as “good job”, smiles,” attention, peanuts (assuming no allergy), Mr. Rogers, etc. 

[1] 8.  What is an establishing operation?

An establishing operation is an operation that (a) increases a stimulus’ reinforcing effectiveness and (b) the current frequency of behavior that has been reinforced by that stimulus. 
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1.  In class, I first described a discrimination training procedure where I presented a particular chair (the one at the front of the class) and if the child said “chair” I provided reinforcement, but when I presented a very similar table and if the child said “chair” I provided no reinforcement.

[.25]  Above, what was the SD?
The chair was the SD.

[.25]   Above, what was the S∆?  
The table was the S∆.

[.25]   Above, what was the child’s response?

The child’s response was saying “chair.”

[.25] Above, under what circumstance was the reinforcer presented?

The reinforcer was delivered contingent upon the child saying “chair” following the presentation of the chair. 

[.25] Above, under what circumstance was the reinforcer not presented? 

The reinforcer was not delivered when the child said “chair” following the presentation of the table.  

[.5] 2.  According to Dermer, why would the procedure above likely fail to teach the  concept “chair”?  That is, although the procedure might have resulted in the child only saying “chair” when the chair was presented and not saying “chair’ when the table was presented, this antecedent stimulus control is not evidence for a concept.  Again, why would the procedure likely fail to teach the concept “chair”?    

An insufficient number of chairs and non-chairs were used as examples in the discrimination training procedure to support discrimination between classes of stimuli and generalization within the class of stimuli. 

[.25] 3. Recall the behavior analytic definition of a concept. Modify the definition so it would describe the concept “chair.”
A concept is behavior controlled by a class a stimuli.

The behavior of saying “chair” is controlled only by a class of stimuli: chairs.

[1] 4. Describe how Dermer augmented the discrimination training procedure, described above, so that the concept “chair” could be established.  In your answer use the term “multiple exemplars” and the phrase “more than one kind of reinforcer.” 

Multiple exemplars were presented consisting of both examples (SD’s) and non-examples (S∆’s). In the presence of the SD’s, the response “chair” was followed by more than one kind of reinforcer to prevent satiation. 

5. In class, a student asked a question like this: Must one deprive a child of all food for an Oreo cookie to function as a reinforcer or is it sufficient to just deprive the child of Oreo cookies for these cookies to function as a reinforcer? Describe how you could empirically answer this question.  Suppose the child had already been taught to press a key which had produced food as a reinforcer.  In your answer at least use these terms correctly: [.25] operant response, [.25] establishing operation, [.25] frequency of responding, and [.25] extinction.  

When the child is food deprived,  put into effect a potential establishing operation, schedule 10-min sessions and observe the rate at which the child presses the key, an operant, but do  not provide Oreos contingent on responding.  Conduct these sessions until the child’s rate of responding is steady from session to session. Then start conducting sessions where pressing produces a bit of Oreo and see if pressing increases from session to session and attains a new steady state. When/if this occurs then no longer follow presses with Oreos (extinction) and see if responding decreases.   These conditions will suggest whether Oreos functioning as a reinforcer depends on food deprivation in general. You can replicate these conditions but let the child eat all foods except for Oreos to see if just Oreo deprivation can function as an establishing operation.  

[1] 5.  What does the following define? “As discrimination training brings behavior under the control of a stimulus, physically similar stimuli, not involved in training,

gain control.”   

This is Marshall’s definition of generalization of discriminative stimulus control.

· Will you accept the student response “generalization?”  OK
6.  Initially, Little Billy did not use the word “hungry” appropriately. Later, Little Billy had gone for six hours without eating. When his mother later provided him with a peanut butter and jelly sandwich he quickly ate it, and then a second one, and a third one.  Given the six hours of food deprivation and his eating three sandwiches quickly, his mother said “Billy you are very hungry.”  Little Billy said “very hungry” and his mother said “good.”  This interactive sequence repeated itself over several weeks, and soon Billy was saying “hungry” after he had gone without food for hours.   

[.5] What public physical events may have come to control Billy’s saying “hungry”?

Billy’s mother making sandwiches or his being food deprived for six hours may come to control his saying “hungry.” 

[.5] What physical events occurring beneath Billy’s skin may have come to control Billy’s saying “hungry”? 

The private stimulation resulting from being food deprived for six hours, such as a growling stomach with an “empty feeling,” may come to control his saying “hungry.” 

 [1]  7.  A rule that specifies which operant responses will be followed by a reinforcer

 is called a: 

a schedule of reinforcement.

· It appears that many students responded with operant contingency- will you accept this response?  I would award .5 points for that answer.
[1] 8.  According to Dermer, what is a functional relationship?

A functional relationship is where behavior varies as an operation is manipulated. 

[1] 9.  According to Dermer, what is a research design? 

A research design is arranging treatments and observations to learn if treatments cause behavior changes. 

[1] 10.  According to Dermer how do behavior analysts explain behavior?
Behavior analysts explain behavior by describing the environmental conditions that may control the behavior.

[1]  11.  What is this? “An electronic record of behavior displayed with clock; measurement to closest sec.”  

 “An electronic record of behavior displayed with clock; measurement to closest sec”  is Dermer’s definition of real time recording.
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1.  One of the most interesting aspects of behavior is how contingencies in effect in one context can affect behavior another context. For example, you might have been bitten by a German Shepherd Dog (GSD) in your neighborhood but now become anxious when you see GSDs in other neighborhoods.

[.5]    __Generalization of stimulus control _ is the name for this effect if the anxious responding in the new neighborhood is based on the physical similarity of the dogs.  But behavior analytic research suggests that being bitten by a GSD might also result in your later becoming anxious when reading the words Dog or German Shepherd Dog even though these words do not look like a dog.  What research area(s) is relevant to discussing such transfer of stimulus control? 

[.5]  __stimulus equivalence_and/or arbitrary relational responding_________.
[1] 2. Yesterday in class, I described how researchers studying relational responding established a stimulus as a cue or context for responding in a conditional discrimination procedure.  Below is the figure I presented.  The “O” was to be a cue for the participant to pick the comparison stimulus that was the opposite of the sample stimulus and the “S” was to be a cue for the participant to select the comparison stimulus that was the same as the sample stimulus. 

[image: image2.emf]
The researchers, in establishing such stimulus control, provided pretraining with short to long lines (above) small to large squares, sets of few to many dots, a scale with a cursor that was at the top, bottom, or middle, etc.  Why do you think the researchers used so many exemplars in establishing “O” and “S” as stimuli for responding in terms of the relation between sample stimuli and comparison stimuli?  

So selecting the stimulus that is the opposite or same as the sample stimulus will be controlled by the comparison stimuli being opposite or similar (their relationships) to the sample stimulus and not the kinds of stimuli used.  

3.   People often are faced with this situation. They walk up to their apartment or home and must select the correct key from a group of keys to open their home’s front door; or they walk up to their car (an old car without an electronic entrance system) and they must select the key from a group of keys to open the door. These situations involve conditional discriminations, in particular symbolic matching to sample. For opening the front door of your home:

 [.33] What is the conditional stimulus?

The conditional stimulus (the sample stimulus) is: the car, house, or door of the house.  

 [.33] What is the S D?
The S D is the “correct key” or the key that has opened the car or front door. 

 [.33] What is the response?

The response is selecting and placing the key in the hole.

  [.33] What is the reinforcer?

The reinforcer is opening the car or front door.  

  [.33] What are the S ∆ s? (Hint: There are bound to be many of them!)
The S ∆ s are the other keys on your key ring. 

  [.33] Why is this symbolic matching to sample? 
This is a symbolic matching to sample because the car, house, or house door  (the sample stimuli) are not  formally similar to the keys.  
[1] 4. What is a CER?

A conditioned emotional response (CER) is a response elicited by a conditioned stimulus (a CS). 
· If students just wrote conditioned emotional response, should I award them .5 point?  Award full credit.
5. Baby Bonnie can tact/name various objects. With these objects the behavior analyst wanted to teach Bonnie to point to the object "on the top" and to point to the object "on the bottom" when Bonnie is so requested. 

The behavior analyst stacked one of these objects on top of the other and asked Bonnie to point to the object "on the top." If Bonnie did not point or pointed incorrectly then the analyst gently took Bonnie's right arm and extended it and pointed her finger towards the object and provided reinforcement. If Bonnie responded correctly without the analyst touching Bonnie's arm or finger then this response was also reinforced. The analyst then repeated the trial with the same objects in the same positions but asked Bonnie to point to the object "on the bottom." The above procedure was used until Bonnie pointed correctly for six trials without guidance (three involving pointing to the object on the top and three involving pointing to the object on the bottom, with the order of the trials randomized).  Then the analyst reversed the positions of the objects and repeated the above procedure. Later, the analyst repeated the procedure with other objects. 

a. [.25] Identify the multiple exemplar training above by circling it. <--highlighted in yellow above
b. [.5] Why is the multiple exemplar training, above, important? 
So the behaviors of pointing to the object “on the top” or the “object on the bottom” are controlled by the relationship between the objects and not the particular objects.

c. [.25]  If Baby Bonnie is to point to the object on top when so instructed and to point to the object on the bottom when so instructed, why is it important that the behavior analyst not begin training with every set of two new objects by asking Bonnie to first point to the object on the top?

If the above is done then Bonnie may come to point to the top object regardless of the instruction. 

 [1] 5. Explain how differential reinforcement is used when shaping behavior.  

Specific properties of a response or response class are selected and reinforced, while others are extinguished. Response requirements for reinforcement are gradually increased.  

[1] 6.  How might an extinction burst be helpful in shaping new behavior? 

During an EXT burst, an increase in behavior frequency, intensity, or variability occurs which permits using differential reinforcement. 

[1] 7.  Some people (but not behavior analysts!) consider operant behavior to be voluntary behavior and consider respondent behavior to be involuntary behavior.  What features of these two kinds of behaviors may make some people talk this way.  (Hint: You might compare the behavior of showing up in class on MWF at 2 PM with the behavior of your pupils contracting when a light is shining on them.)

The variables that control operants make them more or less likely. Moreover, their controlling variables may be obscure. So, operants appear voluntary. But respondent behaviors are almost invariable given their controlling variables are in effect and these variables are quite explicit. So, respondents appear to be involuntary. 

[1] 8.  How could you use respondent extinction to help a child overcome his fear of dogs?

To use respondent extinction, repeatedly present the dog (the CS) without the US. The CS will cease to elicit a CR.. 

[You would also want to present the CS without the child escaping and gradually increase the child’s exposure to the dog.]  

[1] 9. What is a multiple baseline design across behaviors?

A multiple baseline design across behaviors is one in which you establish baselines for multiple behaviors for the same subject. Then, treat the first behavior until that behavior stabilizes. Repeat for the following behaviors. 
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[1] 1.  Last week, I described how one could use symbolic matching to sample procedures to render sets of stimuli “equivalent.” Several studies have shown that if you subsequently use a training procedure that establishes one member of a set as a conditioned eliciting stimulus or a discriminative stimulus or a conditioned reinforcer then this stimulus function will transfer to other members of the set even though other members did not participate in the subsequent training procedure. How would a behaviorist explain this transfer?  

The procedures. 

[1] 2. Briefly describe how a matching-to-sample procedure could be used to study what is commonly called "memory" or remembering?

Present the sample stimulus alone and permit the organism to respond to it. Then turn off the sample stimulus and some seconds later present the comparison stimuli. Provide reinforcement for a “delayed match.”

3.  Suppose you are teaching a typically developing four year old, Fritz, to recite “On Problems” by Pete Hein :

Our choicest plans

have fallen through,

our airiest castles

tumbled over,

because of lines

we neatly drew

and later neatly

stumbled over.

In forwarding chaining you start with the first response. Suppose you assume that this is the first response “Our choicest plans have fallen through.”

[.33] What could you use to prompt this response and what technically would this prompt be called?

You could recite the first two lines; this is a verbal prompt.

Kerin: To prompt the first response, you could use a verbal prompt for Fritz to repeat. You could also use an extra-stimulus prompt by adding a visual stimulus to occasion the correct response, depending on Fritz’s skill level.

[.33]   It is possible that this first response may contain too many elements. How will you discover this? 

The learner will not say all of the first two lines. 

Kerin: If the first response contains too many elements, the learner will not be able to successfully complete this unit over time. 

[.33]  Presumably you will need reinforcers to consequate Fritz’s recitation. Describe two methods you could use to discover these reinforcers. 

The Premack Principle suggests that high frequency activities can function as reinforcers. The Response Deprivation Hypothesis suggests that operants constrained below their baseline levels will function as reinforcers. Also you could ask Fritz or others to specify what he enjoys. You could then find some low frequency operant and see if following these operants with the putative reinforcers increases response rate.  
Kerin: A reinforcer is a response contingent event that increases the response rate. Observe Fritz’s most frequent behaviors and note their consequences. Ask Fritz and interview others to identify items he enjoys. Next, consequate recitation with the identified items to see if an increase in behavior occurs.

4.  In our den, Max, our dog, would often wipe his feet on the carpet. One day, in the den, I started clicking and providing some rice cake whenever he wiped his feet on the carpet. Eventually, he came to wipe his feet on the carpet after eating the rice cake. Then I introduced the cue “wipe” and only consequated wiping with rice cake if he had wiped after I had said “wipe.”  In the den, he came to reliably wipe when I said “wipe” and did not wipe when I had not said “wipe.”

[.25] Above what was the S D for wiping?

Marshall said “wipe.”

[.25] Above what were the S ∆  s  for wiping?

Marshall did not say “wipe.” (All other stimuli)
[.25] What was the reinforcer?

The reinforcer for wiping after hearing “wipe” was eating some rice cake. 

[.25]  The next morning I brought Max dog downstairs into the living room and said “wipe” but he did not wipe! (My first response was saying that Max was willfully disobeying me as he had reliably wiped upstairs in the den previously. But then I realized that I was a behavior analyst and that the behavior of an organism is always right.) So what did/could I do to get Max to wipe his feet reliably in the living room and just about everywhere when I said “wipe”?

Marshall did not program for generalization. Marshall should use his procedure in many settings so foot wiping will be controlled by the saying “wipe.” 
Kerin’s answer: Marshall did not program for generalization. Marshall should engage in “dog feet wiping training” procedures across many different environments (in his home, in other’s homes if permissible, outside in the park, at the lake, on the sand, etc.), so Max generalizes <--Possible mentalism?  wiping across different locations. 

5. Eventually winter came and Max would walk into the house, onto the carpet in our front hall way, and I would say “wipe” and he would wipe his feet which I consequated with saying “good boy” and some rice cake.  This went on for days. Eventually, Max would walk into the house, stop on the carpet, and wipe his feet before I said “wipe.”  Still later he would wipe his feet on the carpet while looking up at me and I would say “good boy” and provide some rice cake.  

Now we could say that Max is a brilliant dog and figured out to wipe his feet on the carpet on his own but this is a course in behavior analysis.  So correctly use the technical terms in this course to describe what disposed Max to wipe his feet “on his own.” 

Technically what is:

[.16]  the carpet, is an SD. It signals the availability of reinforcement. 

[.16]  my saying “wipe,” is a prompt. 

[.16]  his wiping, is an operant response. 

[.16] the rice cake, functioned as a reinforcer. 

[.16] Max being food deprived, is an establishing operation. 

[.16] and the training procedure, is a discrimination training procedure, that includes  fading.  Other texts would describe this as a delayed prompting procedure.  

[1] 6.  Mary was learning to point to letters. For example, she was told to “point to the letter A” and shown these letters:

A V W
Later she was told to point to the A in this array:

V A W
And still later in this array:

V A W
On other trials she was told to point to the V or W.  Of course, reinforcement was available for pointing to the correct letter. 

[.33]  In a conditional discrimination, the conditional stimulus signals what is the S D

what are the S ∆  s. What are the conditional stimuli above?
The instructions to point to a letter e.g., “point to the letter A.” 

[.33] What kind of prompt is illustrated in the above example and how was it apparently eliminated?

The within-stimulus prompts involved enlarging and boldfacing letters and subsequently eliminating these features over trials. 
[.33] Why, above, is important to vary the positions in which the letters (V, A, and W) appear?

So responding will be controlled by the letter and not the letter’s position. 

Kerin: It is important to vary letter position to prevent the learner from responding to or learning location versus the stimulus. 

[1] 7.  What makes an action a behavior?

An action is a behavior because it is controlled by another aspect of the physical world. 

[1] 8.   Identify four defining characteristics of behavior modification (applied behavior analysis).

focuses on behavior, based on behavior principles, emphasizes current events, precisely describes procedures, implemented by people in everyday life, measures behavior change, de-emphasis on past events, rejects hypothetical constructs
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Kerin:

8. Applied behavior analysis focuses on behavior; it is not mentalistic (behavioral).

9. Behavior is lawful (deterministic).

10. The emphasis is on current environmental events that control behavior (analytic).

11. It uses precise descriptions of procedures (operational<--technological).

12. It conducts measurement of behavior change (conceptually systematic<--wrong dimension).

13. Implementation of behavioral change procedures is done by people in everyday life (applied). 

14. It is based on the experimental analysis of behavior.

[1] 9. What is this:  ( A /(A+D)) X 100%  ?  

That is the formula to calculate interobserver reliability. 

[1] 10.    According to Dermer how does a behavioral process differ from procedure?

A behavioral process is behavior changing due to an operation (the subsequent change in responding resulting from following responses with reinforcers or punishers). A behavioral procedure is following responses with reinforcers or punishers. 
[1] 11. Why are generalized reinforcers more likely to be effective than are simple conditioned reinforcers?
Generalized conditioned reinforcers are stimuli that have been paired with many different conditioned and primary reinforcers. Because of the multitude of the stimuli they have been paired with, they are more effective. In contrast, simple conditioned reinforcers are stimuli that reinforce because they have preceded reinforcement. 

Bonus Question

[1] 12.  After engaging in inappropriate behavior such as stealing, cheating, or lying, we usually are not immediately caught.  Only sometime later are we caught and often must suffer some punishment. Suppose the punishment involves the presentation of stimuli that elicit a sinking feeling in one’s stomach, muscle tension, and pain.  

Given the previous assumptions and what we know about classical/respondent conditioning how might a behavior analyst explain someone suffering a guilty conscience after that person has behaved inappropriately even though the person has not been caught. 

Respondent conditioning may participate in this way: If we generally are caught sometime after we engage in various forms inappropriate behavior then the passage of time after physically similar inappropriate behavior may become a conditioned eliciting stimulus with our feeling most guilty (sinking feeling in one’s stomach, muscle tension, and pain) at the times we had been caught even though we have not been caught.

But what about our engaging in inappropriate behavior that is physically dissimilar from previously punished behavior?  Here the behavior analytic explanation is “shaky.”  We need to point to some procedure by which novel, physically dissimilar behavior becomes inappropriate. One possibility is that there are other procedures besides the matching-to-sample procedures that render stimuli equivalent.  For example, we may hear something like “X is wrong behavior,” then we may engage in X and later we suffer punishment. If this happens many times with many behaviors and with many punishers then if we hear that “Z is wrong” where Z is novel, physically dissimilar behavior,  Z may become part 

of a stimulus class with the other inappropriate behaviors. So if we do Z, sometime later we feel guilty though we have not been caught.  

Kerin: For many learners, inappropriate behavior has a long history of being paired with aversive stimuli (e.g., spankings, scolding, time out from positive reinforcement, response cost). Previous experiences of engaging in inappropriate behavior such as stealing, cheating, or lying have produced similar consequences. Such aversive consequences produce feelings of sinking in one’s stomach, muscle tension, and pain. <--Good! The learner can reliably state that following aversive stimuli, he/she feels the results of the aversive consequences.<--OK but better to emphasize the delay.  After repeated pairings, the aversive consequences do not need to follow the response for the feelings to be elicited. <--Yes The US( UR. <--What do these symbols add?  But what about novel forms of inappropriate behavior?    
I would award full credit for your answer though I wish you had written more about feeling guilty after a delay. 
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[1] 1.  A physician prescribing medicine without conducting diagnostic procedures is is like a behavior analyst implementing a treatment without conducting a functional assessment.

[1] 2.  Fritz was a tutor but he had much trouble offering praise and his supervisor, a behavior analyst, was concerned. For one week she followed Fritz around at work and noted when, where, and to whom Fritz offered and did not offer praise. She also noted what preceded and followed the various instances of praise. This information could be incorporated into at least two procedures discussed in the readings for Thursday. What are the procedures’ names? a scatter plot (eco-behavioral assessment) and an ABC analysis, respectively

[1] 3.  If the problem behavior is avoidance behavior then you are not likely to discover what is controlling it by focusing on what happens after the behavior occurs.  According to Skinner’s two-factor account of avoidance you should focus on what? happens after the avoidance behavior does not occur

[1] 4. What are the four components of Behavioral Skills Training (BST) ? 

Instructions, modeling, rehersal (practice), feedback

[1] 5. For one of the components of BST one always provides descriptive praise (in class I think I used the term “labeled praise’).  For which component is this and what is “descriptive praise”? feedback; the trainer describes acceptable behavior before providing social reinforcement (e.g., I liked the way you gripped the handle.)

[1] 6. In class, last Tuesday, your instructor reviewed the Baer, Peterson, and Sherman (1967) study regarding teaching imitation.  Describe how multiple exemplar training was used to teach each participant (generalized) imitation. Describe the antecedents, the behavior, and the reinforcers in such training.  

The children earned access to scrambled eggs, contingent on their engaging in behavior that matched modeled behavior that varied greatly in topography or form. If they did not initially imitate then the trainer used physical guidance. 

[1] 7.  In class, last Tuesday, Dermer described how multiple exemplar training could be used to establish strong instructional control..  Describe the antecedents, the behavior, and the reinforcers in such training.  

Children access various reinfocers, contingent on descriptions of various current or future events.  For example, if child says “I am thirsty” and there is orange juice in the kitchen, then tell child to check the orange juice on the kitchen table. Child goes to kitchen table and drinks orange juice (reinforcer).  Later in child’s life if grandma is coming in the afternoon, then tell child grandma will be here in the afternoon,  If child stays at home during the afternoon, then child will encounter grandma and all her reinforcing activities. Late in the fall, if it is snowing, then tell child it is snowing and child might put on winter clothes without checking if it is snowing.  Here we have the child responding to decriptions as he or she might respond on having seen what was described. The later sentence appears to describe what we observe when we say that someone believes another person(‘s descriptions).

[1] 8. How may instructional control be related to training children to believe in God?  There are many ways to learn about a god, but instructions appear to be crucial about learning about God. We may be provided with religious instruction at home and in houses of worship. The Bible may be considered a book filled with instructions about how the world operates including instructions about God. 

As discussed in our text, Iwata et al. (1982, 1994) conducted functional analyses of SIB. Below are the graphs for four children.  In the Academic Condition a person made demands of the child and stopped when the child engaged in SIB. In the Alone Condition, no person was present and the child was without toys. In the Social Disapproval Condition, the child could play with toys and whenever the child engaged in SIB a person attended to the child and disapproved (e.g, said, "Don't do that!"). In the Play Condition, the child could play with toys but the person provided social approval contingent on the child’s appropriate behavior.  

[image: image3.emf]
[1] 9.  Indicate how the outcomes for Child 1 suggest that the child's SIB was controlled by negative reinforcement. The rate of SIB was highest in the condition where SIB terminated academic demands. Of course, it would have been nice to have a proper control condition where academic demands were made but SIB did not terminate them! In other words, in this control condition SIB was not, in principle, reinforced.
[1] 10. Indicate how the outcomes for Child 5 suggest that the child's SIB was controlled by positive reinforcement.  The rate of SIB tended to be highest when SIB was followed by “negative attention,” a presumed positive reinforcer in the social disapproval condition. Of course, it would have been nice to have a proper control condition where there were toys and the “negative attention” was offered at the same rate as in the “social disapproval condition” but it was random i.e., not contingent on SIB.
[1] 11. At the beginning of the semester, I talked about the meaning of meaning. Basically, I suggested that everything has meaning where meaning refers to the network of physical/material relations in which the thing (e.g., an object, a person, a behavior) is embedded.  How are my comments about meaning related to Chapter 13: “Understanding Problem Behaviors through Functional Assessment”?  Chapter 13 is concerned with discovering the material relations in which (problem) behavior is embedded. 

Bonus Question!!

[1] 12. What research design did Iwata et al. (1982, 1994) use above? And briefly describe the design.  alternating treatments design. In this design treatments are in place for a short time and are rapidly (usually randomly) changed. In this study, there were four treatments and four,  15-min sessions per day (two in the morning and two in the afternoon). Each day the treatments/conditions were randomly assigned to the day’s sessions. 
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1. According to Miltenberger the five questions you must address before using extinction are:

[.2] Have you identified the reinforcer?

[.2] Can you eliminate the reinforcer?

[.2] Is extinction safe to use?

[.2] Can an extinction burst be tolerated? 

[.2] Can consistency be maintained?

[1] 2.  Miltenberger wrote: 

A major focus of behavior modification is to develop desirable behaviors that are functional in a person’s life and improve the person’s life in meaningful ways (Goldiamond, 1974). It is often necessary to use extinction or other procedures to help a person decrease an undesirable behavior that impairs his or her quality of life, but the focus should be on increasing desirable behaviors. (p. 315) 

This quote refers to the ___constructional_____________ approach, an approach your instructor said is very important.  ( common answer was arbitrary- will you award credit?  Nope.
3. Dermer revised the quote above:

Although extinction and other procedures are often used to decrease undesirable behavior, behavior modification focuses on increasing desirable behaviors that enhance the functioning and meaning of a person’s life (Goldiamond, 1974). 

[.25] Miltenberger used 63 words; Dermer used 31 words or about 50% of the words that Miltenberger used. 

[.25] The current edition of Miltenberger’s text sells for about $160. If the text’s price were based entirely on length and Dermer could achieve the same percentage reduction for the entire text, then the text would cost about $80.   

[.25] If the same logic applied to reading the text, then if it took you 1 hour to read Miltenberger’s version it would take you 1/2 hour to read Dermer’s revision. 

[.25] Whose version of the text would be most ecologically sound?  Dermer’s of course!                 Why? less paper used
[1] 4. Miltenberger’s definition of functional assessment begins this way:

The process of generating information on the events preceding and following the behavior in an attempt to determine which antecedents and consequences are reliably associated with occurrence of the behavior. 

Render the above concise but maintain its meaning:

The process of determining which stimuli are reliably associated with the occurrence of behavior. 

One measures the antecedents and consequences of behavior to identify controlling variables. 

[1] 5. In class I noted that it is unethical to use extinction alone to decrease an undesirable behavior. What else (other schedule) should you implement?

While implementing extinction for one behavior, provide reinforcement of an alternative behavior. 
Use the reinforcer that had maintained the problem behavior to increase the rate of an alternative behavior. 
[1] 6.  How are these words relevant to Thursday’s class discussion: “tweaking,” “tinkering,” and “tailoring”?

Behavior interventions require modification (i.e., “tinkering”)  before trying something completely different. 

[1] 7.  Why might a functional analysis be more costly/involved then an ABC analysis?

Experimental analyses require more resources such as time, effort, and professional expertise. They are intrusive and can harm multiple people. 

[.5] 8.  From the standpoint of Behavioral Skills Training the students equally wrote instructions and feedback component is highly present in most university courses (except laboratory courses).  <--Well most university courses involve hours and hours of lecture (instructions) and the “feedback” is with respect to assignments or exams not rehearsal and rarely involves labeled praise. Instead “feedback” in a university course often amounts to a score or a grade, and little praise. 
 [.5] What is response latency? 

Response latency is the time from some stimulus to the onset of the behavior. 

[.5]  9.   What is spontaneous recovery?

Spontaneous recovery refers to the increase in operant behavior (resurgence) long after an extinction procedure has been implemented.

[.5] What is the purpose of assessing IOR (AKA IOA)? 

IOR is assessed to determine whether the target behavior is being recorded consistently. 

[1] 10.  What is applied behavior analysis?   

Applied behavior analysis is a behavior analytic system for accountably measuring and changing behavior, using experimental method. 

[1] 11.  How do behavior analysts go about explaining behavior?

Behavior analysts go about explaining behavior by describing environmental events. 
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[1] 1. Provide an example of arranging an establishing operation for a desirable behavior so that the desirable behavior will occur. 
  

To get people to buy more drinks at a bar, provide free, salty foods.

  

[.5] 2. You are enjoying life but suddenly your dad approaches you with the “kind of look” that has preceded his reprimanding you. You suddenly begin to walk away from your dad. Is that “kind of look” best described as a discriminative stimulus or a conditioned establishing operation for your walking away? 
Dad’s look is a conditioned establishing operation.
  

[.5] Explain your selection above. 
  

It is a conditioned establishing operation because it controls whether escaping from that “kind of look” is  reinforcing. Absent that “kind of look” the child would not be disposed to escape. Presumably, the operation’s status as an EO results from a history of interacting with the environment. 

If “that kind of look” were a discriminative stimulus then the child would be disposed to escape “that kind of  look” whether it were present (an S-DEE) or absent (an S-Delta) just as a pigeon is disposed to work (for grain) whether an S-DEE is present or absent. 
  

3. In general terms, what are the three antecedent control strategies that can be used to reduce the occurrence of undesirable competing behaviors? 

    

[.33] removing the SD for the competing behavior  

[.33] eliminating EOs for the  competing behaviors 

  

[.33] increasing the response effort for the competing behaviors 

  

  

[1] 4. How should you go about establishing the length of the interval, X, for a DRO X-second schedule for a child who too frequently asks questions? 

  

  The length of the DRO interval should be tied to the baseline rate of the problem behavior, so measure the elapsed time between successive questions and set the interval so that the child is likely to pick up reinforcers when refraining from asking questions.   

  

[1] 5. DRL schedules are to reduce undesirable behavior. In such applications, the reinforcer is delivered after the undesirable behavior but the frequency of the behavior does not increase. This seems like a paradox but it is true. Explain the paradox, by describing why the behavior decreases. 

  

The behavior decreases to lower rates because the reinforcer is delivered contingent upon the response rate (decreasing to a criterion level) being infrequent.  

  

[1] 6. The chapter on antecedent control procedures discusses non-contingent escape, but the term, surprisingly, does not appear on the “Key Term” list. When cleaning out a cavity in my mouth with a drill, my dentist routinely uses non-contingent escape. What is non-contingent escape? 
  

Non-contingent escape is a “scheduled break” or the removal of a stimulus for a specified amount of time (e.g., every 30 s) not contingent upon a response.  

  

[1 bonus point] When using non-contingent escape what antecedent control procedure are you using? Explain why this is an instance of that control procedure. 

  

Non-contingent escape (NCE)_involves eliminating the EO for undesirable behavior. With NCE in effect the problem behavior is less likely to be evoked and reinforced. 
[1] 7. Why is it so important to conduct a functional assessment before addressing a problem behavior? 

It is important to conduct a functional assessment before addressing a problem behavior to understand the behavior’s controlling variables . This is important because if you don’t identify and alter the existing controlling variables then the behavior may return once an intervention is terminated. 
  

  [1] 8. What is the total task presentation method? 
  

Total task presentation is when a complex chain of behaviors is taught as a single unit. 
  

[1] 9. How does one establish a generalized conditioned punisher? 

  

 To establish a generalized conditioned punisher, pair a punisher with a variety of other punishers. 
  

[1] 10. When is it true that extinction is not the same as ignoring? 

   

Extinction is not the same as ignoring when the reinforcer for the  behavior is not attention. 
  

[1] 11. What is a changing criterion design? 

  A changing criterion design is successively changing contingencies, in graduated steps, to produce successive changes in behavior. 
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[1] 1.  What is the relation of shaping to Joseph DuCharme’s procedure for teaching others to (errorlessly) comply with requests (which was discussed yesterday in class and posted to the listserver). 

DuCharme instructed parents to use a shaping procedure to increase child compliance. A behavior hierarchy ranging from 100%  compliant to non-compliant with a parental request was created. A thick schedule of reinforcement was provided at first to requests that typically resulted in 100% compliance. Across weeks the parents applied the schedule to other items on the list little by little, gradually increasing compliance to items previous resulting in non-compliance. 

[1] 2.  Earlier in the semester, I had discussed: 

Baer, D. M., Peterson, R. F, & Sherman, J. A. (1967). The development of imitation by reinforcing behavioral similarity to a model. Journal of the Experimental Analysis of Behavior, 10, 405-416.

The study utilized just three participants and no inferential statistical analyses.  For Dermer, what makes this study credible?  (Hint: It is certainly not using the procedure with some large sample of persons and finding that it works on the average.)  


This study is credible because it has been replicated, effectively used, and extended.

[1] 3.  “We hold these truths to be self-evident, that all men are created equal, that they are endowed by their Creator with certain unalienable Rights, that among these are Life, Liberty and the pursuit of Happiness.”  Of what relevance is this quote, from the Declaration of Independence” and the concept of “least restrictive procedures” to negative punishment techniques? 

Our Creator has provided us with unalienable Rights, which should not be lightly removed in attempting to decrease our behavior. Punishment should not be used if reinforcement would be effective. 
[1] 4.  Every time you purchase something there is a response cost procedure in effect. Describe the response cost procedure.

Response cost is response contingent (buying) removal of a positive reinforce ($). 

[1] 5.  According to Dermer, if you want someone to love you such that they tend to affiliate most often with you (and not others) then what kinds of reinforcers should you use to consequate that person’s orienting, approach, and other affiliative behavior toward you?

Use generic and abundant reinforcers that are effective for nearly everyone as well as scarce idiosyncratic reinforcers that are relative to the individual’s repertoire and social milieu.  <--I would also accept only providing a variety of scarce, idiosyncratic reinforcers. 
[1] 6.   Some years ago, I taught my first beloved dog, Girl, to look left when I said “look left” and look right when I said “look right.”  A neighbor asked me to explain why the dog did this. I said that in the past, when I said “look right” and Girl looked right, I would toss a piece of popcorn to her right. Also, when I said “look left” and she looked left, I would toss a piece of popcorn to her left.  I, of course, let Girl eat the popcorn. If she turned the wrong way, I did not toss any corn. Explain why this is a behavior analytic explanation.  

This is a behavior analytic explanation because you are describing the operations/contingencies that control behavior.  

[1] 7.  A behavior analyst cannot begin to address a problem when someone merely complains about another’s being lazy, angry, or unloving. Under these circumstances a behavior analyst would seek more details. What question or questions might the behavior analyst ask? 

· What does the behavior look like?

· When does the behavior occur?

· When does the behavior not occur?

· What is your response to the behavior?

· What would you rather the person be doing?

[1] 8.  In disposing Jill to fall in love, why should Jack avoid putting into effect most of the establishing operations related to the reinforcers he provides? (Hint: I wrote, “It is others who force Jill to work late so that she misses dinner, depict wrinkles and fat as unattractive, or spread rumors that her company is downsizing.”)

EOs are aversive. We don’t want Jack or his name to be correlated/paired with aversive procedures. 
[1] 9. If Jack follows my advice and Jill begins “to fall in love with Jack,” then explain how this “falling in love” is a behavioral process.  In your answer briefly describe the relevant operations Jack will be putting into effect and the resulting  change in Jill’s behavior. 

The procedures may be diagrammed below:

SD


:

R

  

(               
SR+

-Jack’s body and behavior

-Jill orients, approaches,


-generic and 

-affectionate verbal behavior 
and other appropriate behavior

idiosyncratic 


And what about the changing behaviors (the other part of a behavioral processes)?  As the above procedure is in effect Jill will come to spend more time engaged in affiliative and other behaviors (daydreaming about , lusting for , playing with, joking with , respecting, etc.) Jack. 

 [1] 10.  How does delayed prompting differ from fading?

In delayed prompting the prompt occurs sometime after SD onset. Gradually, the behavior occurs before the prompt.

In fading the prompt is presented with the SD and gradually is eliminated over trials as the SD gains control. 

[1] 11.   How might a behaviorist use a matching-to-sample procedure to study the behavior called remembering (or what others call memory)? 

In delayed matching to sample the sample stimulus is on for a sort while and following its offset for some time, the comparison stimuli are then presented. 
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[1] 1. What is a research design?
 
A  research design describes how to arrange treatments and observations to learn if treatments caused behavior changes. 

[1] 2.   According to Miltenberger's discussion of "the ethics of punishment," describe at least two steps that should be taken to produce accountability."
· informed consent- person must understand the procedure, intended effects, side effects, possible response alternatives, fully informed  

· alternative treatments- less restrictive non-aversive treatments should first be considered 

· recipient safety- punishment procedures should never result in harm to the client 

· problem severity- punishment procedures should be reserved for more severe inappropriate behavior 

· implementation guidelines- there must be strict written guidelines for using the procedure  

· training and supervision- all individuals who will implement the procedure must receive behavior skills training in the correct use of the procedure  

· peer review- the program must be reviewed by a panel of professionals for approval 

· accountability: preventing and misuse or overuse- each implementer must be held accountable for the procedures correct implementation and the avoidance of misuse or overuse 
[1] 3.  How does positive practice differ from contingent exertion? 

Positive practice is an overcorrection procedure in which contingent on the occurrence of inappropriate behavior, the person is required to engage in the correct forms of the response multiple times. 

Contingent exercise is a positive punishment procedure in which contingent on the occurrence of inappropriate behavior, the person is required to engage in some presumably aversive activity.

[1] 4. How can you use the Premack Principle or the Response Deprivation Hypothesis to specify activities that might function as punishers?  
The Premack Principle suggests that responses that have a low probability of occurrence in a situation can function as punishers for responses that have a high probability of occurrence in that situation.  So for example, you might be able to reduce the frequency of eating ice cream (a high probability response) after dinner, if after each teaspoon  of ice cream Jack ate he was forced to eat a tablespoon of spinach (a low probability response in that situation).   
[1] 5.  What is the constructional approach and why is it so important?

When addressing undesirable behavior, the constructional approach indicates that one should strengthen desirable behavior that will mediate reinforcers in the future rather than simply punish undesirable behavior.  If Jones screams and yells when food deprived but the screaming and yelling is reduced when followed by punishment then the screaming and yelling is bound to return when punishment is terminated. Better to provide Jones with alternative behavior, such as verbal behavior, that will permit Jones to access food when food deprived. 

 [1] 6.  What is "general case programming" and how does it facilitate generalization from the standpoint of stimuli and responses?  

General case programming promotes generalization. Programming utilizes multiple exemplars to teach appropriate behavior for a wide range of stimulus situations and response variations. (A variety of stimuli, settings, and events are used to train a response so that across different environments, the response is more likely to occur.) 

 
[1] 7.   My wife teaches 5th grade math. At the beginning of the school year, when she shows students various geometric figures some students only call equilateral and isosceles triangles, triangles.  As a behavior analyst, why do you suppose they do this? 

The previous teachers and parents did not use a wide variety of multiple exemplars to teach the concept of triangle. Apparently they did not use scalene triangles:


[1] 8.   What is the difference between "functional assessment" and "functional analysis"?

Functional assessment includes indirect and direct assessment measures through observations and interviews, to generate information on the events that reliably precede and follow behavior. 

Functional analyses manipulate environmental events to explore whether there is a relationship between these events and behavior. 

[1] 9.  If Jack uses Dermer’s analysis of love to win Jill’s love and she falls in love with him then why are many of Jack's features and behaviors likely to function as discriminative stimuli for Jill's orienting, approach, and other affiliative behavior?

Jack’s features and behaviors are likely to function as discriminative stimuli because they signal the availability of abundant and idiosyncratic reinforcements contingent on Jill’s orienting, approach, and other affiliative behavior.  

 [1]  10.  How does respondent behavior differ from operant behavior?

Respondent behavior is behavior caused by a US or a CS, a stimulus or event that precedes behavior. Operant behavior is behavior controlled by consequences, a stimulus or event that follows behavior. 

[1] 11.  In achieving a generalized reduction in problem behavior, you might use punishment. But why is it so important also to develop replacement behaviors that are functionally equivalent to the problem behavior?

If you only punish the problem behavior, you are not addressing the establishing operations that are in effect that evoke the problem behavior. So when the intervention is terminated, the old establishing operations may evoke the “old” problem behavior.  If Jones screams and yells when food deprived but the screaming and yelling is reduced when followed by punishment then the screaming and yelling is bound to return when punishment is terminated. Better to provide Jones with alternative behavior, such as verbal behavior, that will permit Jones to access food when food deprived. 
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1. You have set up a token economy for a group of students who were reading poorly. After two months with the token economy, the students are reading more rapidly, answering more comprehension questions correctly, and refraining from previous problem behaviors. 

[.5]  Describe how you will fade out the token economy.

[.5]  Describe what you can do so that students will continue reading though the economy is gone. 

[1] 2.  Usually, the tokens in a token economy function as generalized reinforcers though they might only function as conditioned reinforcers.  Describe the procedures that would render tokens generalized reinforcers.  

Describe the procedures that would render tokens mere conditioned reinforcers. 

[1] 3.  Jones is in a reading program where he earns tokens when he answers comprehension questions correctly.  Suppose correctly answered questions are on a fixed-ratio, 5 schedule of token reinforcement.  Describe this schedule in plain English. 

4. Miltenberger identified five components of a behavioral contract. These components are:

[.2] a. 

[.2] b.

[.2] c.

[.2] d.

[.2] e.

 [1] 5. Miltenberger described why behavioral contracts may work.  Describe one such factor.  

6. Behavioral contracts have been used extensively in marital therapy.  But, as discussed in class, recent versions of such therapy encourage clients to accept some of their partner’s behavior.  Look at this:

For Christensen and Jacobsen acceptance means to “. . . tolerate what you regard as unpleasant behavior in your partner, probably to [a.] understand the deeper meaning of that behavior, certainly to [b.] see it in a larger context, and perhaps even to [c.] appreciate its value and importance in your relationship” (2000, p. 124).
From the standpoint of the lectures in this course, describe how a behavior analyst could understand “the deeper meaning of behavior” without becoming mentalistic?

[1] 7.  How does controlling behavior differ from controlled behavior? 

[1] 8.  Unlike a textbook in other areas of psychology where a later chapter is often unrelated to an earlier chapter, this is often not true for our text.  In his chapter on self-management, Miltenberger identifies a nine-step sequence. Pick two steps and describe how they are related to procedures or issues discussed earlier in the text or semester. 

[1] 9.  Describe a self-management problem that involves a behavioral excess.

[1] 10.  Most psychologists apparently establish the generality of their findings via random sampling procedures.  How do behavior analysts, in principle, attempt to establish the generality of their findings?   
[1] 11.  What is a multiple-baseline design across settings?

