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Linguistic Features in
Eukaryotic Genomes
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Generating “words” from the structural elements of DNA is the heart of ‘

functional aspects of the genome. 1

remarkable feature of natural languages is that they follow a particular law
called Zipf's law [1]. According to this law the rank (1) of each word and its
frequency (f) are related via a power law, f o r~'. On a log-log plot this
relationship is linear with a slope of —1. The meaningfulness of this law has been
debated by studies involving random or shuffled texts, but as it is argued in Refer-
ence 2, there are many aspects of the structure and evolution of natural languages PANAGIOTIS A. TSONIS AND
that cannot be accounted for by random text. As such Zipf's law is considered by ANASTASIOS A. TSONIS J
many as one of the most important laws in linguistics and signifies the structure

found in languages and efficient information transfer.

During the past few years and prompted by considering that DNA is like an
instructive text that provides the information to build organisms, attempts have
been made to search whether or not DNA obeys a law similar to Zipf's law for
languages. The key issue in such attempts is what could possibly constitute a “word”
in DNA sequences. In an initial report [3], n-tuplets (made of the building blocks
A,C,G,T) were used arbitrarily to generate words of a fixed length n. This analysis
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suggested that a form of Zipf's Jaw could be applied for noncoding regions only.
However, these results did not settle the issue [4-8], the main reason being the
unrealistic choice of words. In addition, the fact that coding sequences, which are
the ones that encode the instruction, did not follow Zipf's law was counterintuitive
and remains problematic.

Generating “words” from the structural elements of DNA is the heart of this issue.
The words should be representing the structural as well the functional aspects of the
genome. Recent advances in whole genome sequencing and structural biology have
provided important insights on both structural and functional aspects. There is now
compelling evidence that genomes of more complex animals have evolved by gene
duplication [9,10]. Duplication of DNA sequences that encode for domains in pro-
teins with a particular function have been especially favored. Therefore, after eu-
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CTABLES

A Sample of Domain Rank and Frequency in Different Eukaryotic Genomes

Domain/Frequency

domain frequency

Rank Yeast C. elegans Drosophila Human
1 WD40 domain/121 Collagen triple helix repeat/384  Zinc finger C2H2 type/771 Zinc finger C2H2 type/4500
2 RNA recognition motif/73  F-box domain/324 lg domain/291 lg domain/930
3 Zinc finger C2H2 type/56 lg domain/323 Ank repeat/269 Cadherin domain/550
4 DEAD/DEAH helicase/52 Ank repeat/223 WD40 domain/226 Fibronectin type Il
domain/545
10 Ank repeat/20 RNA recognition motif/145 LDL receptor domain KRAB box/243
' class A/152
Lower limit of 5 10 10 10

TABLE 2

Coefficient of Determination (R?) and Root Mean Square (RMS) Residual of the Linear Regression between fand r (Linear Model), between logf and
r (Exponential Model), and between logf and logr (Power Law Model)

Yeast C. elegans Drosophila Human
R? rms R? rms R? rms R? rms
Linear 0.498 16.1 0.662 38.33 0.396 81.49 0.109 370.98
Exponential 0.929 0.111 0.894 0.136 0.929 0.117 0.870 0.178
Power law 0.974 0.057 0.979 0.061 0.958 0.090 0.981 0.068

The power law model outperforms the other models in all genomes.

karyotic genomes were sequenced it
was no surprise to find that certain pro-
tein domains with specific functions are
present in many copies in different pro-
teins. A structural domain is involved in
a particular function, say DNA binding
and, therefore, can be used by different
proteins involved in these duties. Also,
in agreement with evolutionary consid-
erations, duplication of these domains
has occurred more times as we climb
the evolutionary ladder.

Based on the above, we focused our
attention on genomes (rather than indi-
vidual genes) and considered that a
given genome is a language whose
“words” are the different domains,
which are found in proteins. This is a
much more realistic approach because
(1) not all domains have duplicated
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equally (some, like words in texts, are
used more often than others), (2) do-
mains constitute the heart of functional
genomics (because they are translated
into function), and (3) domains show an
evolutionary significance. The data
used here were taken from a recent
study on the comparison of eukaryotic
genomes [10]. We considered four ge-
nomes (yeast, Caenorhabditis elegans,
Drosophila, and human), and for each
genome we found the frequency and
rank of each word (domain). For some
examples of the ranking and frequency
of protein domains in the different ge-
nomes see Table 1. Having these data,
we investigated which model provides
the best fit for the data. The models
considered included a linear, an expo-
nential and a power law model. We

found (see Table 2) that the power law
provided in all cases the best overall fit.
Subsequently, Figure 1 shows, for the
four different genomes, the correspond-
ing log-log plots. In each of the log-log
graphs the linear regression line (best
fit) is also plotted. These results indicate
that all four genomes obey the law f o
r~“ with a remarkably close to one,
which is identical to Zipf’'s law for natu-
ral languages [1,2].

We conclude that Zipf's law can be
recovered in genomes if the appropriate
definition of a “word” is used. This re-
sult suggests that two very different
means of information transfer may have
shared similar evolutionary mecha-
nisms. This view may lead to important ‘
clues about the evolution of languages,
DNA, and information processing.
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FIGURE 1
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Log-log plot of the frequency of a particular domain against its rank. The most frequently appearing domain has rank one, the second most
frequently appearing domain has rank two and so on. The straight line is the least squares fit. The slope of this fine is (a) 0.92 for yeast,
(b) 1.00 for C. elegans, (c) 1.10 for Drosophila, and (d) 1.15 for human.
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